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Abstract— The Adaptive Resonance Theory (ART) is an unsu- connections. With this method, we can reduce category prolif-
pervised neural network. Fuzzy ART is a variation of ART, allows  eration. However, C-FART also has a disadvantage. Categories

both binary and continuous input patterns. However, Fuzzy ART larger mbinin verl ri Hi
has the category proliferation problem. To solve this problem, we _?_Et afge .t;y. co t bd ¢ g. N .e at?[psd. Catl;ego hesd 6(118 9- .
have proposed Fuzzy ART Combining Overlapped Category in erefore, It input data IS inputled in the shaded area in

consideration of connections (C-FART) in previous study. In this Fig. 1(b), it is recognized as a new category. In other words, a
study, we propose a improved C-FART. The important features new category is created inside a category. This is because the
of the improved C-FART are that the vigilance parameters are vigilance parameter is constant value. For all of these reasons,
arranged for every category and they are varied according to a lot of overlapped categories are created.

the size of respective categories with learning. We investigate the . . .

behavior of the improved C-FART, and compare the improved - In this study, we propose improved C-FART. The important

FART with the simple Fuzzy ART and the conventional C-FART. features of the improved C-FART are that the vigilance pa-

rameters are arranged for every category and they are varied

according to the size of respective categories with learning. We

investigate the behavior of the improved C-FART and compare
Self-organized clustering is a powerful tool whenever huge improved C-FART with the simple Fuzzy ART and the

sets of data have to be divided into separate categories.cbhventional C-FART.

the field of neural network, the Adaptive Resonance The-

ory (ART) [1], introduced and developed G.A.Carpenter and

S.éfossb)egg? is a popular represen?ative for sel?f-organizecjl' PROPOSEDFUZZY ART (THE IMPROVED C-FART)

cluster!ng. Somg_ putstanding features of AR_T, besides j&g Structure of the improved C-FART

clustering capabilities, have attracted the attention from appli-

cation engineers. This theory has evolved as a series of reafhe structure of the improved C-FART is same as the

time neural network models that perform unsupervised asdnventional Fuzzy ART.

supervised learning, pattern recognition, and prediction. Thds@ut vector: Each inputl is anm-dimensional vectod =

models are capable of learning stable recognition categoriesin, - - -, I,,,), wherel; € [0,1]™.

response to arbitrary input sequences. However, the fusionviééight vector: Each category; corresponds to a vector

I. INTRODUCTION

a computational efficiency of neural network and a capability; = (wj1,---,w;m), (j =1,---,n) of an adaptive weight.
of fuzzy logic to represent complex class boundaries, h@ite number of potential categories is arbitrary. Initially
created a lot of interest in neurofuzzy pattern recognition;; = --- = w;,, = 1.

systems. Then, we pay attentions Fuzzy ART [2], which Barameters The improved C-FART dynamics are determined
the merger of fuzzy logic and ART neural network. Fuzzpy a choice parameterx > O; a learning parameter3 e
ART is applied to association, clustering and memory of inp{, 1]; and thevigilance parametep, < [0, 1]. The vigilance
pattern. Fuzzy ART classified input data into each approprigtarameter is a fixed value for all categories in the simple Fuzzy
category by creating rectangles. However, Fuzzy ART h&d®RT and the conventional C-FART. The important features of
category proliferation problem. For this reason, Fuzzy ARthe improved C-FART are that the vigilance parameters are
performance is highly dependant on a vigilance parametarranged for every category and they are varied according
which controls category size. to the size of respective categories with learning. Initially
Then, we have noted overlapped category and have propoged- - - - = p,, = po.
Fuzzy Adaptive Resonance Theory Combining Overlapp&bnnection The improved C-FART has a connectiGhand
Category in Consideration of Connections (C-FART) [5] ithe age of the connectiongje. Both C and age aren x n
previous study. C-FART has two important features. One tsatrices. The initial values @' andage are set to zero. If the
to make connections between similar categories, and the otbategories/ andj are connected with learning;; ; changes
is to combine overlapped categories into one category wittom zero to one.



B. Learning algorithm of the improved C-FART The age of the connection betweer and J; is set to zero

The learning algorithm of the improved C-FART consisté "efresh” the age);

of mainly four processes: 1) Learning, 2) Update Connec- agey,j, = 0. (8)
tions, 3) Combining Categories and 4) Varying the vigilancgn, the contrary, if Eq.4) is not satisfied, the connection is
parameter. These four steps are repeated for all input data gg. ypdated.

Therefore, the improved C-FART makes or releases CoNNg&tepll-2) The age of all categories, which directly connect

tions at each step, and overlapped categories are combig@ the winning category’, are increased one;
with considering their connections. Furthermore, the vigilance

parameter varies according to the size of the combined cate- agelyy’ = agedl§ + 1, JENy, 9)
gory. where N is the set of categories which directly connect with
Process | : Learning J, namelyC;; = 1.

(Stepl-1) An input vectorI is inputted to the category layer(Stepll-3) The connections are removed, if theige exceeds
F. from the input layer I a threshold valuedT (¢);

(Stepl-2) For the input vectorI and the category, choice

functionT; is defined by Crj=0, if ages; > AT(t), (10)
where
| IA w; | t
T‘ = 1 AT tmax
= (ot Tw, ) @ art) = ar (G2) a)

where the fuzzy AND [4] operaton and the norm| - | are  \yhere 4 is the learning stepfma. is the learning length,

defined by AT; and AT} is the initial value and the final value of7,
m respectively.
Aq)i = min(p;,q), | P |= i |- 2 . .
(p A q)i = min(pi, ¢:), | P | ; | pi @ Process Il : Combining Categories

o ) ) ] _ (Stepll-1) We check whether the winning categoty is
The winning category/, whoseT; is maximum, is found;  gyerlapping with other category and combine these categories.
J = argmax{T}}. 3) The inputs belonging to the .categokyare classified to the
J categoryJ, and the categor¥ is removed, thereforey»*" =
old __ 1.

If more than onél’; is maximal, the category with the small- "

est index is chosen as the winning categdryFurthermore, a > ) |
can be written in complement cording form [4b; =

second-winning category., whoseT, is the second largest Wi . . | :

next toT, is found for updating connections J, exists. ~ (tj: ¥5), Whereu; and vj are m-dimensional vectors. We
(Stepl-3) The similarity of 7 and w, is measured by the find the category: which are overlapping with/ as Fig.1(a),
vigilance criterion according to in other words, Figl(a) is satisfied for any dimensian

Let vectoru; andwv, define one corner of a rectangle, and
[ TAw, | > py (4) let v; andvy, define another corner of rectangle as Fitn).
| T | - If k& exists and directly connects with, namelyC;; =1, J

If Eq. (4) is not satisfied, a new inde is chosen by Eq.3) 2andk are combined as Figi(b) by

Without loss of generality, we assume the weight vector

and the search process continues until the choseatisfies w,m = {(uy Aug), (5 AV} (12)
Eq. ).
(Stepl-4) If any J satisfies Eq.4), w; is updated by

W™ = B(I A wf)]ld) +(1- 5)w31d7 (5) Process IV : Varying the vigilance parameter

(Steplv-1) The vigilance parameter; is varied by

and we perform (Stepll-1). On the contrary, if all categories 1— | wy |

do not satisfy Eq.4), a new category is established; pr=—0" (13)
Wy =1, (6) In the conventional Fuzzy ART, the vigilance parameter is
] invariant. However, the vigilance parameter is varied according
and we proceed to next input data. to the size of combined category in the improved C-FART.

Process Il : Update Connections 1. SIMULATION RESULTS
(Stepll-1) If J; does not exist, we skip this step and perform ) ) . )

(Stepll-2). The similarity off andw, is measured as Eqa Ve apply the improved C-FART to 2-dimensional input
If its similarity satisfiesp,, a connection between the winningd@t@, and compare the improved C-FART with the simple

category.J and the second-winning categody is created; ~uZ2Y ART and the conventional C-FART. _
We consider 2-dimensional input data as Fi¢p), consist-

Cyj, =1 (7) ing of 2-clusters. Total number of the input data is 450 points,
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Fig. 1. Overlapped categories combining process in the improved C—FAR'(I)'.() _ 06
(a) CategoryJ and categoryk are overlapping. (b) iCy, = 1, wy are iliﬂ !
combined according to E4.2, andk is removed. The vigilance parameter is *f |- = — 05
constant in the conventional Fuzzy ART, however the vigilance parameter ig [ U 04
varied at (SteplV-1) in the improved C-FART. 03} § 03
i
02 | A - 02
NUMBER OF CATEGORIES 0 0.2 0.4 0.6 0.8 1 % 0.2 0.4 0.6 0.8 1
. Number of categories (C) (d)
Algorithm Minimum | Maximum | Average
Fuzzy ART 47 59 588 Fig. 2. Simulation results. (a) Input data. (b) Simulation result of the simple
CEART 39 52 2566 Fuzzy ART. (c) Simulation result of the conventional C-FART. (d) Simulation
Improved CFART 17 26 2977 result of the improved C-FART.

the inside cluster has 100 points and the outside cluster 4%l the maximum values mean best and worst results in
350 points. The input data are sorted at random. When learnifef? Simulations, respectively. All the number of categories
starts, there is no category, namely= 0. The parameters for © the improved C-FART are smaller than the simple Fuzzy

the learning are chosen as follows; ART and the conventional C-FAT. From the average values,

(For Fuzzy ART) the improved C-FART has reduced category proliferation and
a=01, =10, p=0.9, overlapped categories b¥3% as compared to the simple

Fuzzy ART. Furthermore, the improved C-FART has improved

(For the conventional C-FART) 34% from using the conventional C-FART. We have obtained

a=01, =10, p=0.9, AT, =2, ATy =7, more effective results than the simple Fuzzy ART and the

(For the improved C-FART) conventional C-FART by using the improved C-FART.

a=01, =10, po=09, AT; =2, ATy =71, IV. CONCLUSIONS

The learning results of the simple Fuzzy ART and the |n this study, we have proposed the improved C-FART to
conventional C-FART are shown in Fig&hb) and (c), respec- solve the category proliferation and overlapped category prob-
tively. We can see that category proliferation occurs and a leim. The improved C-FART varies the vigilance parameter
of overlapped categories are created. The other side, the reguliccordance with the size of category. We have applied
of the improved C-FART is shown in Fig(d). From this the improved C-FART into 2-dimensional input data, and
figure, we can see that category proliferation and overlappg@ learning behaviors of the improved C-FART have been
categories are reduced. This is because the vigilance paramgi@sstigated. We have confirmed that the improved C-FART
is varied according to the size of category with learning. lgan obtain more effective result than the simple Fuzzy ART
addition, the improved C-FART can classify input data intand the conventional C-FART, and have reduced category
more appropriate category because the vigilance parameteprisiiferation and overlapped categories.
arranged for all categories.
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