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Abstract—In the previous study, we have proposed the Com- have the camaraderie in the community. Therefore, the neurons
munity Self-Organizing Map (CSOM) that the neurons create pelonging to any community self-organize the only concen-
some neuron-community accordlng to their winning frequenmes. trated input data for the input data including a lot of noises.

In this study, we modify the algorithm of CSOM and propose oo . .
CSOM with camaraderie. As neurons belonging to any commu- We apply the modified CSOM and CSOM with camaraderie to

nity have the camaraderie in the community, they tend to attract Clustering problem for clustering, gray scale display method
each other. Therefore, the neurons belonging to any community and data extraction, and investigate its behavior and the its
self-organize only concentrated part of input data including a lot  effectiveness.

of noises. We apply modify CSOM and CSOM with camaraderie

to clustering problem for clustering and data extraction, and II. MODIFIED COMMUNITY SELF-ORGANIZING MAP
investigate its behavior and its effectiveness. The efficiencies of .
COM with camaraderie are confirmed by several results. In our previous research, we have proposed CSOM that
the neurons create some neuron-community according to their
. INTRODUCTION winning frequency, called community learning, and we have

In data mining, clustering is one of typical analysis techzconfirmed the number of communities is the same as the
nigues and is studied for many applications, such asnamber of clusters. However, the neurons, which self-organize
statement, a pattern recognition, an image analysis andtke the area where the input data are concentrated, can not
on. Then, the Self-Organizing Map (SOM) [1] has attractefdlequently create the exact communities. Because there is a
attention for the study on clustering in recent years. SOM is aignificant difference in the winning frequency of the the
unsupervised neural network introduced by Kohonen in 1982urons located outside between other neurons. Therefore, in
and is a simplified model of the self-organization process ofost cases, CSOM can not exactly perform the community
the brain. SOM obtains statistical feature of input data anearning.
is applied to a wide field of data classifications [2]-[5]. SOM In this study, we modify the algorithm of CSOM as follows.
can classify input data according to similarities and patterddl the neurons start to accumulate the winning frequency
which are obtained by the distance between neurons and samhen the neurons start to create the community. Because,
visualization methods based on SOM were proposed. On tlthen the neurons start to accumulate the winning frequency
other hand, in the real world, the amount and the complexigifter certain steps of the leaning, there is little difference in the
of data increase from year to year. Therefore, it is importaninning frequency of the the neurons located outside between
to investigate various extraction method of clusters from dadther neurons. As the results, the flexibility of the community
including a lot of noises. learning in the modified CSOM enhances. Furthermore, in

Meanwhile, it is based on definition that human-beings aceder to enhance the flexibility of the modify CSOM we
social animals introduced by Aristotle. The human-beingsmopose CSOM with camaraderie. The features of CSOM with
easily gather around the leader. In other words, the communitymaraderie are that the neurons belonging to any community
is created as core on the leader of the community. In previohave the camaraderie and attract each other in the community.
study, we have proposed the Community Self-Organizing Map ] ]

(CSOM) [6] that the neurons create some neuron-communfty L€arning Algorithm

according to their winning frequency. We have applied CSOM We explain the learning algorithm of the modified CSOM
for clustering and data extraction to various input data, amd detail. CSOM has a two-layer structure of the input layer
confirmed the efficiency of CSOM. However, as the simulatioand the competitive layer as the conventional SOM. In the
result of CSOM is the same as the simulation result of theput layer, there ared-dimensional input vectorse; =
conventional SOM, it is difficult to exactly extract the clusteréx;i, z;o,---,z;a) (j = 1,2,---, N). In the competitive layer,
from data including a lot of noises. M neurons are arranged as a regular 2-dimensional grid.

In this study, we modify the algorithm of CSOM andEach neuron has a weight vectais = (w;1, w;2, -+, wiq)
propose CSOM with camaraderie. The features of CSOM with= 1,2, - - -, M) with the same dimension as the input vector.
camaraderie are that the neurons belonging to any commurityvinning frequencyl; is associated with each neuron and
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(CSOM1) Input an input vectote; to all the neurons simul- Community Cj,

taneously in parallel.

M?2) Fin winner. lculatin istan r.|=ig. 1. How to update leadér. in communityC. Number in each neuron
(CSO ) da ere by calculating a distance betwee denotes its winning frequendy/;. The neuron withiW; = 20, which is the

the input vectotr; and the weight vectow; of each neurom;  highest winning frequency among the neurons in the commuiitybecomes
the leaderly,.

is set to zero initially:W; = 0. The number of members
in each communityCy and the number of community

are zero. Before learning, the all neurons do not belong
to any community, however, they gradually belong to some
community with learning.

e = argmin |, — ) e

where || - || is the distance measure, in this study, we use
Euclidean distance.

(CSOM3) Updated the weight vectors of all the neurons as(CSOM?) Find neurons, whose winning frequency are higher

wei(t+1) = weit) + hoei(t) (x) — wi(t)), (2) thanWi,(t), in 1-neighborhoods of the winneythen consider
) ) _ ) whether they belong to any community. If this neighborhood
wheret is the learning stephc. ;(t) is called the neighbor- neuron belongs to any community, perform (CSOMS). If

hood function and is described as not, affiliate it to the communityC}, including the winner
B(t) exp _% if i € Cy ¢ in Fig. 2, update the leaddy as (CSOM®6), and perform
o= (t ?
hee,i(t) = e 2 - (3) (CSOM9).
a(t) exp — 207w ) otherwise,

Winner neuron ¢
and its community ¢,  Winner neuron ¢
N

where r; and r. are the vectorial locations on the display
grid, «(t) is called the learning rate, and(t) corresponds
to the width of the neighborhood functiom:(¢) decrease
monotonically with time;

Community C,

t t
o) =00 (1- 7). o0 =0 (1- 7). @
whereT is the maximum number of the learning. The learning 1NeIghborhoods 7 meuron does ot satsy the
function 3(t) is explained in the next subfunction. Ex) Win(t) =9 oneton ofvinning reaueney.

If ¢ > T, is satisfied, perform (CSOM4). If not, perform

e P, ig. 2. How to update communit¢',. Number in each neuron denotes
(CSOMQ)'Tmm is fixed parameter and the minimum numbeifs winning frequency¥;. The winner’s 1-neighborhood neurons with higher

of the learning in creating community. winning frequency thari¥y, (t) belong to communityC),. The neuron with
(CSOM4) Increase the winning frequency of the winneby W: = 5, which is lower winning frequency thahly;,(t), belongs to no
community.
WEY = Wold 4 1. (5)

Evaluate whether the winner satisfies the conditions of the
winning frequency to update the community informations.
W. > Wi (t) is satisfied, perform (CSOMS). If not, perform
(CSOM9) without updating the community¥yy, (¢) is the
threshold value and increases with learning as

|g(CSOM8) Compare the winning frequencies of two lead-
ers between the community including the winner and the
community including winner's neighborhood neuron. Loss of
generality, assume that the winnerbelongs toC; and its
neighborhood neuron belongs €. The leaders of”’; and
Wn(t) = (1 — Tmin)i. ©6) Oy are assumed a5 and ly, respectively. If_Wl2 > Wy,

T M the neighborhood neuron keeps on belonging_to If not,
(CSOMS) Find the communityCy, including the winnerc. the neighborhood neuron belonging @ are absorbed into
If winner ¢ does not belong to any Communi[y, create a ne:. Then, ina specific case, if the neighborhood neuron is the
community,n™¥ = n°!d 1 1, and affiliate the winnee to new leaderl, in the communityCs, all the neurons belonging 16,
communityCy, asc € Cj, (wherek = n™%). If not, ¢ remains are absorbed int¢’; and decrease the number of communities
in its communityCy,. asn™®V =pd — 1.
(CSOMS) Find a leadet;, which has become the winner mos{CSOM9) Repeat the steps from (CSOM1) to (CSOM8) for
frequently among the all neurons belongingdp, according all the input data.

to Eq. (7) as Fig. 1. (CSOM10) After all learning are finished, check whether
_ W, > 3T /4M for each patrticle. If it is not satisfied, remove
ly = arg miaX{Wi}v i € C. (") the particlei from the community including it.
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B. Learning function to the any community do not spread out of the area where

We propose new learning function based on the Iearnit%e inp_ut data are congentrated. In other v_vords, the neurons
function proposed in our past study [5]. The value of thgelonglng any community have camaraderie and attract each
learning function is determined by the distance between tRE'eT in the community. From these reasons, we can confirm
input vectorx; and the weight vectorw; of the neuron that CSOM with camaraderie obtains the most effective result.
i belqng.ing to the any community according to fellowin%' Visualization Method
equation;

9 Next, we confirm the recognition of the input data. As the

B(t) = a(t) exp (_W) ; (8) simulation result of the modified CSOM is the same as the

204(1) simulation result of the conventional SOM, we use the gray

where o is a fixed parameter and is called a camarader$eale display method [8] for the conventional SOM and CSOM
parameter. The camaraderie parameter controls the camvih camaraderie as Figs. 4(a) and (b), respectively. From
raderie of the neurons belonging to the any community. tfiese results, we can see that the boundary lines of CSOM
the parameter is more small value, the movement of thevith camaraderie are clearer than the conventional SOM.
neurons, which are away from the input data, belonging Ihis means that the total number of neurons self-organizing
the any community weakens. In this case, we can say that the respective clusters in CSOM with camaraderie is more
camaraderie in the community enhances. than it in the conventional SOM. Therefore, we can say that
CSOM with camaraderie obtains more exact map reflecting

1. EXPERIMENT RESULTS the distribution state of the input data.

A. Comparison with three algorithms
We consider the 2-dimensional input data containing sevfa's'm |° ° "‘&'N ~ ° ° 025

clusters and a lot of noises as shown in Fig. 3(a). The tot==f&a. = =~ &
number of the input dat&’ is 1000 and 200 data are randomly® ° °
distributed within a range from 0 to 1. The respective cluste| . . S EEE" " 78
have 800 data, and the number of each cluster and the varial mmmm s s b’ " s
of all the clusters are about the same values. The conventiof® = © g1~ = -
SOM, the modified CSOM and CSOM with camaraderie hay= - - <§afe - o a%a o
144 neurong(12 x 12), respectively. We repeat the learnin

15 times for all the input data, namely = 15000. The

' i @ ®)
param?ters for the Iearnlng for two algonthm are chosen ,@S 4. Visualization of results of 2-dimensional data. (a) Conventional SOM.
follows; (b) CSOM with camaraderie.
T 1
a(O) =0.3, 0(0) = 3.5, Thmin = 57 oo = T5

Figures 3(b), (c) and (d) show the learning results of tHe APPlication of data extraction

conventional SOM, the modified CSOM and CSOM with Next, we carry out the extraction of cluster from the results
camaraderie, respectively. In Figs. 3(b) and (c), we can safethree algorithm as Figs. 3(b), (c) and (d). The extraction
that the conventional SOM is easily affected to the noisemethod is relatively simple as follows. In the conventional
In addition, the simulation result of the modified CSOM iSOM, after learning, the input data, which is within a radius of
the same as the simulation result of the conventional SOM.from all neurons on the map, are classified into the cluster.
Therefore, the modified CSOM is also affected to the noisés the modified CSOM and CSOM with camaraderie, after
and the neurons, which self-organize the unnecessary data, &soning, the input data, which is within a radius Bffrom
belong to any community. On the other hand, in Fig. 3(d), wal neurons belonging to each community on the map, are
can see that CSOM with camaraderie is not affected to thkssified into the cluster.

noises and the number of communities are the same as th&he extraction result of the conventional SOM is shown in
number of clusters. This means that the neurons belongiRig. 5(a), and the extraction results of respective communities
to any community self-organize only concentrated part of the the modified CSOM and CSOM with camaraderie are
input data. Let us consider this obtained result. In CSOBhown in Figs. 5(b) and (c), respectively® (= 0.05). In

with camaraderie, the neurons belonging to the any communibe conventional SOM, we can see that the cluster obtained
move to fit the area where the input data are concentrated. Tyethe conventional SOM includes a lot of noises. In other
behavior can be explained by the learning function Eq. 8. Thigords, the conventional SOM obtains the unnecessary data.
learning function enhances the movement of the neurons if tthethe modified CSOM and CSOM with camaraderie, as all
neurons belonging to the any community are close to the inghe neurons belonging to the each community self-organize
data. Meanwhile, this learning function weaken the movemethie each cluster, the results as Figs. 5(b) and (c) obtain seven
of the neurons if the neurons belonging to the any communitjusters and doesn’t include a lot of noises. Besides, as all
are away from the input data. Hence, the neurons belongithge neurons belonging to the each community self-organize
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Fig. 3. Simulation results for 2-dimensional data. (a) Input data. (b) Conventional SOM. (c) Conventional CSOM. (d) CSOM with camaraderie.
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Fig. 5. Extraction results of clusters. (a) Clusters extracted by the conventional SOM. (b) Clusters extracted by the modify CSOM. (c) Clusters extracted by
CSOM with camaraderie. (d) Clusters extracted by the largest comm@hityy using CSOM with camaraderie.

the each cluster, we can obtain one cluster by extracting one IV. CONCLUSION

community, as Fig. 5(d). In this study, we have modified the algorithm of COM and
Furthermore, in order to investigate the ability of thregproposed CSOM with camaraderie. The features of CSOM
algorithms quantitatively, we define the correct answer rajith camaraderie are that the neurons belonging to any com-
Rcr as follows [5]; munity have the camaraderie in the community. We have
applied the modify COM and CSOM with camaraderie to
clustering problem, and investigated the efficiency of new
algorithm and the camaraderie in the community by using
various method. In consequence, we can say that CSOM with

) ) o camaraderie obtains the most result in three algorithms.
where N¢7 is the true number of the input data within the

cluster C;, N, is the obtained number of the desired input REFERENCES

data withinC';, and N, ; is the obtained number of undesiredi] T. Kohonen,Self-Organizing MapsBerlin, Springer, vol. 30, 1995.
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TABLE | IEEE Trans. Neural Networksol. 11, no. 3, pp. 586—600, 2002.
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CORRECT ANSWER RATE[%] FOR 2-DIMENSIONAL INPUT DATA. [4] P. Doucette, P. Agouris and A. Stefanidis, “Self-Organized Clustering for
Road Extraction in Classified Imagery3PRS Journal of Photogramme-
[ Method [ Nel [ Nrl T Correct answer rate [%)] try and Remote Sensingol. 55, Issues 5-6, pp. 347-358, 2001.
Conventional SOM 115 915 85.6 [5] H. Matsushita and Y. Nishio, “Tentacled Self-Organizing Map for Effec-
CSOM 29 847 93.6 tive Data Extraction,Proc. International Neural Network Conference on
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see that the correct answer rate of CSOM with camaraderie ©"9212iNg Maps. pp.75-82, 2005.

is the best value andV.; is smallest in three algorithms.

Therefore, we can confirm that CSOM obtains the most exact

clusters and the most effective result in three algorithms.
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