K-means Algorithm Using an Improved Firefly Algorithm Applied Simple Toy Model
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I. INTRODUCTION

Senthilnath et. al. [1] proposed an algorithm that used the firefly algorithm for K-means clustering (KMFA). Numerical experiments have indicated that this algorithm is more efficient than the standard algorithm or other optimization heuristics. In this paper, we introduce a new clustering algorithm that combines K-means clustering with improved firefly algorithm (KMIFA). In our algorithm, one parameter is changed when the assignment does not change. We compare the conventional K-means algorithm, KMFA and KMIFA using a toy data model. ¹ These experiments indicate that our algorithm is more efficient than the other algorithms.

II. KMIFA

The K-means algorithm sometimes converges to a local minimum. Therefore, the purpose of this study is to remove this disadvantage. In our algorithm, each firefly has its own value of $\alpha(0)$ and we set all values of $\alpha(0)$ to 1.0 when initializing the population of fireflies. In the case of a firefly $i$, if the assignment of all objects does not change, the value of $\alpha(0)$ of firefly $i$ decreases. We define the minimum value of $\alpha(0)$ is 0.0.

$$
\alpha(0)_i^{\text{new}} = \begin{cases} 
\alpha(0)_i, & \text{the assignment changes} \\
\alpha(0)_i - V, & \text{otherwise}
\end{cases}
$$

(1)

The parameter $V$ is a predefined value. In the case of $\alpha(0) = 1.0$, a firefly moves with a relatively strong random influence. This makes the firefly easier to escape from a local minimum. In the case of $\alpha(0) = 0.0$, a firefly does not move randomly, which leads to a faster convergence.

III. NUMERICAL EXPERIMENTS

We compare the conventional K-means algorithm, KMFA and KMIFA using a simple data toy model. The number of dimensions is 2, the range of each dimension is [0, 100], the number of clusters is 6 and the number of objects is 120 (20 objects per cluster). For the data generation, the ideal cluster centers were placed at (30, 30), (70, 70), (10, 80), (90, 20), (50, 90) and (70, 70). Then, the data objects were generated randomly around the ideal centers within a ball of radius 10. Each numerical experiment was run 300 times and we compared the success rate of each algorithm, where the success rate is defined as the fraction of objects that are assigned to the correct cluster.

Figure 1 shows the numerical results for the parameter $V = 0.1$ and 20 fireflies. We assume that our algorithm is more efficient algorithm than the other two algorithms.

IV. CONCLUSION

In this study, we have introduced a new clustering algorithm that utilizes an improved firefly algorithm for K-means clustering. Our algorithm is based on the idea that the randomization parameter is changed when the assignment does not change. In our algorithm, at the beginning of the search, all fireflies move with a relatively strong random influence. Hence they can more easily escape from a local minimum. As the number of iterations increases, the firefly tend to converge. Numerical experiments have indicated that our algorithm is more efficient than K-means algorithm and KMFA.
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