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I. INTRODUCTION
In this study, We propose a noisy back propagation of deep

learning. Weights of neurons are optimized using a noise in the
back propagation. The purposes of this study are to improve
learning accuracy and to reduce learning loops. We compare
the proposed system with the conventional system using two
data sets.

II. SYSTEM MODEL
Figure 1 shows a schematic drawing of deep learning

consisting of two intermediate layers. Equations (1), (2) and
(3) show forward propagation, back propagation and weight
adjustment in Fig. 1, respectively. We use Gaussian distri-
bution (0, 0.01) for noise and add the noise to the back
propagation. In addition, the putting place of noise is changed.

Fig. 1. Schematic drawing of deep learning consisting of two intermediate
layers.

h1 =
1

1 + e(−
∑

(w1x))

h2 =
1

1 + e(−
∑

(w2h1))

x =
1

1 + e(−
∑

(w3h2))

(1)


yback = (y − ty)(1− y)y

h2back =
∑

w3yback(1− h2)h2

h1back =
∑

w2h2back(1− h1)h1

(2)


w

(l+1)
1 = wl

1 − εxh1back

w
(l+1)
2 = wl

2 − εh1h2back

w
(l+1)
3 = wl

3 − εh2yback

(3)

(A) Iris data set [1]
We use a model with two intermediate layers. Simulations

are carried out for 7 noise input patterns and the conventional
no noise case.
(B) Cars data set [1]

We use a model with three intermediate layers. Simulations
are carried out for 14 noise input patterns and the conventional
no noise case.

III. SIMULATION RESULTS
Figures 2 and 3 show the change of the learning accuracy

and learning loops of the conventional system and the pro-
posed system with the noise to h1back and yback.

(A) Iris data set

Fig. 2. Simulation results for Iris data set.
(B) Cars data set

Fig. 3. Simulation results for Cars data set.

We improve learning accuracy and reduce learning loops
by using noise for the back propagation. From the tendency
of research results of two data sets, We found that results
are improved by using noise for yback of back propagation.
Because, yback of back propagation is compared with input
and output data. Hence, it is properly carried out weight
adjustment.

IV. CONCLUSIONS
In this study, We proposed a technique of deep learning

using noise for the back propagation. In the proposed tech-
nique, We chose Gaussian distribution (0, 0.01) for noise. We
confirmed that this technique was effective in simulations with
two data sets.
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