Cellular Neural Networks with Delay Output for Half-Toning
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Abstract—Cellular Neural Network (CNN) is constructed by the grating coupling of analog circuits. The performance of the CNN depends on the parameters called the template. Template can be used for various image processing applications. In this study, we apply the CNN with delay output (D-CNN) to image processing. In a general way, the D-CNN is used by motion picture processing. However, we apply the D-CNN to image processing and obtain effective results. From simulation results, we confirm that the proposed model is effective for half-toning processing.

I. INTRODUCTION

In recent years, our life teems with information by growth of high information society. Generally, digital circuit is used for many information processing. However, digital circuit cannot perform real-time processing. In 1988, Cellular Neural Networks (CNN) were introduced by L. O. Chua and L. Yang [1]. The idea of the CNN was inspired from the architecture of the cellular automata and the neural networks. The CNN has features of time continuity, spatial discreteness, nonlinearity, and parallel processing capability. Furthermore, the structure of the CNN resembles that of the human’s nervous system [2]-[6]. Therefore, the CNN has been successfully used for various high-speed parallel signals processing applications such as image processing, pattern recognition and so on [7]. The performance of the CNN depends on the parameters called the template. The template of the CNN consists three elements as the feedback template $A$, the control template $B$, and the constant bias $T$. Generally, the conventional CNN depends on an input image because of space invariant template. In general images, the complex portions of input image are not processed well.

In this study, we apply the CNN with delay output (D-CNN) to image processing. The D-CNN depend on the past information as well as the current information in the processing. In a general way, the D-CNN is applied motion picture processing. On the other hand, we applied it to image processing of half-toning processing. Additionally, we investigate how the D-CNN influenced image processing. From some simulation results, we obtain good results in the image processing by using the D-CNN.

II. CELLULAR NEURAL NETWORKS

In this section, we explain the structure of the CNN. The CNN has $M$ by $N$ processing unit circuits called cells. These circuit elements are constructed linear capacitors, linear resistors, linear and nonlinear controlled sources. The CNN is an array of cells. Cells are arranged in a reticular pattern to $M$ line and $N$ row. Each cell is coupled only to its neighboring cells according to a template. Usually, the template is the same for all cells except for boundary cells. The array of the CNN is shown in Fig. 1. Also, Fig. 2 shows a block diagram of the conventional CNN.

![Fig. 1. The structure of the conventional CNN.](image1)

![Fig. 2. The block diagram of the CNN.](image2)

**State Equation:**

$$\frac{dv_{xij}}{dt} = -v_{xij} + \sum_{k=-r}^{i+r} \sum_{l=-r}^{j+r} A_{(i,j;k,l)} v_{ykl}(t) + \sum_{k=-r}^{i+r} \sum_{l=-r}^{j+r} B_{(i,j;k,l)} v_{ukl}(t) + T.$$ (1)

**Output Equation:**

$$v_{yij}(t) = \frac{1}{2}(|v_{xij}(t)| + 1 - |v_{xij}(t) - 1|).$$ (2)

Where $v_x$, $v_y$, and $v_{xij}$ represent a state, an output and an input values of cell. In the state equation, $A$ is the feedback...
template, \( B \) is the control template and \( T \) is the constant bias. State and output equation of the conventional CNN can be shown as Eqs. (1) and (2). The \( r \)-neighborhood of a cell \( C(i,j) \) in the CNN defined by

\[
N_r(i,j) = \{ C(i,j) | (\max |k-i|, |l-j|) \leq r, 1 \leq k \leq M; 1 \leq l \leq N \}. \tag{3}
\]

Where \( r \) is the positive integer number, and called as the neighborhood radius. The output equation can be shown by piecewise linear function. The piecewise linear function is shown in Fig. 3.

![Fig. 3. The piecewise linear function of the CNN.](image)

### III. CELLULAR NEURAL NETWORKS WITH DELAY OUTPUT

In this section, we explain the structure of the D-CNN. Figure 4 shows the block diagram of the D-CNN. In the block diagram, \( A \) is the feedback template, \( B \) is the control template, \( T \) is the bias and \( D \) is the delay type feedback template. The state and output equation of the D-CNN are shown as follows.

**Output Equation**:

\[
v_{yij}(t) = \frac{1}{2}(|v_{xij}(t) + 1| - |v_{xij}(t) - 1|). \tag{5}
\]

![Fig. 4. The block diagram of the D-CNN.](image)

In Fig. 4, the D-CNN contains the output with time delay. In the conventional CNN, it can perform image processing only depending on current information. On the other hand, the D-CNN depends on the past information as well as the current information in the processing. In a general way, the D-CNN is useful of motion picture processing. However, in this study, we use the D-CNN in the image processing of half-toning processing. \( D \) template can substitute the value with various characteristics in the D-CNN.

### IV. SIMULATION RESULT

In this section, we show some simulation results for halftoning by using the D-CNN. Moreover, from simulation results, we compare the difference of result in the conventional CNN and the D-CNN. In the conventional CNN, it is more difficult to detect indistinct parts in the input image well. Templates of the half-toning are shown as follows.

**Half-toning template**:

\[
A = \begin{bmatrix}
-0.07 & -0.1 & -0.07 \\
-0.1 & 2 & -0.1 \\
-0.07 & -0.1 & -0.07
\end{bmatrix}, 
B = \begin{bmatrix}
0.07 & 0.1 & 0.07 \\
0.1 & 0.32 & 0.1 \\
0.07 & 0.1 & 0.07
\end{bmatrix}, \quad T = 0. \tag{6}
\]

**Half-toning of the D-CNN**:

\[
A = \begin{bmatrix}
-0.07 & -0.1 & -0.07 \\
-0.1 & 2 & -0.1 \\
-0.07 & -0.1 & -0.07
\end{bmatrix}, 
B = \begin{bmatrix}
0.07 & 0.1 & 0.07 \\
0.1 & 0.32 & 0.1 \\
0.07 & 0.1 & 0.07
\end{bmatrix}, 
D = \begin{bmatrix}
0 & -1 & 0 \\
-1 & 3.25 & -1 \\
-0 & -1 & 0
\end{bmatrix}, \quad T = 0. \tag{7}
\]
Fig. 5. Simulation results. (a) Input image. (b) Simulation result of the conventional CNN. (c) Simulation result of the D-CNN ($\tau = 5$). (d) Simulation result of the D-CNN ($\tau = 10$). (e) Simulation result of the logical difference from the D-CNN to the conventional CNN. (f) Simulation result of the logical difference from $\tau = 10$ to $5$ in the D-CNN.

In this study, we investigate the D-CNN to image processing. In the half-toning processing, we compare the results of the conventional CNN and the D-CNN. The D-CNN adds a past output value by the $D$ template. The D-CNN depend on the past information as well as current information in the processing. From some simulation results, the D-CNN can detect indistinct parts of the input image. In the future works, we would like to research other templates in the D-CNN.

V. CONCLUSION

In this study, we investigate the D-CNN to image processing. In the half-toning processing, we compare the results of the conventional CNN and the D-CNN. The D-CNN adds a past output value by the $D$ template. The D-CNN depend on the past information as well as current information in the processing. From some simulation results, the D-CNN can detect indistinct parts of the input image. In the future works, we would like to research other templates in the D-CNN.
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