Investigation of Behavior of Death of Neuron and Neurogenesis in Multi-Layer Perceptron
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Abstract—It is said that there are about 100 billion neurons in the human’s brain. However, neurons had been considered to be lost with age until several years ago. Death of neurons can be occurred by various things. And, the neurogenesis improves ability to solve problems. In the previous study, we have proposed artificial neural network which was applied the neurogenesis.

In this study, we investigate the influences of the death of neuron and neurogenesis in more detail. We propose the death of neuron and neurogenesis during the MLP learning process. Then, we focus on the connection weights of the neuron from the input layer to the hidden layer. We choose the neuron between the input and hidden layer. After that, the neuron is deleted from the network and the new neuron is generated. We compare the learning performance of each MLP by some MLPs.

I. INTRODUCTION

The network of the human’s brain is formed by connecting of more than one neuron. It is said that there are about 100 billion neurons in the human's brain. However, neurons had been considered to be lost with age until several years ago. Namely, some neurons are generated in the brain at the infant stage. In recent studies, some researchers reported that new neurons are generated in the dentate gyrus of hippocampus [1] - [3]. This process is called “neurogenesis”. By utilizing the neurogenesis, some brain cells increase and the network of within is substantial. It is known that the neurogenesis improves ability to solve problems by combining new neurons. We focus on the characteristic of the neurogenesis. In the previous study, we have proposed artificial neural network which was applied the neurogenesis [4] - [6]. Therefore, we have researched the performance of the proposed network.

In this study, we focus on the characteristics of the death of neuron and neurogenesis. We apply the behavior of the death of neuron and neurogenesis to the MLP learning process. We choose the neuron which is the smallest action between the input and hidden layer. Then, the neuron is deleted from the network and the new neuron is generated at there. And, the new neuron is generated in the bottom of the hidden layer. Therefore, we investigate the influences of the death of neuron and neurogenesis in more detail.

II. NETWORK APPLYING NEUROGENESIS

A. Death of neuron and Neurogenesis

Before, neurons had been considered to be lost with age. Some neurons die in the adult human's brain. Death of neurons can be occurred by various things. However, there is no neuron stem cell which makes a neuron in the brain of an adult. It was impossible to generate the new neuron. Therefore, the neurogenesis had been considered to generate for period of growth. However, some researchers reported that new neurons are generated in the adult brain. This process is called “neurogenesis”. The neurogenesis in the hippocampus of the human brain was discovered in the late 1990s by Erickson et al [1] - [3]. The neurogenesis is included in the existing neural circuit by given the learning and new neurons are generated in the human brain. It is known that the neurogenesis improves memory, learning, thinking ability, and so on. We focus on the behavior of the death of neuron and neurogenesis to the learning performance during the learning.

B. Neurons Updating

We use a Multi-Layer Perceptron (MLP) which is comparatively easy network for artificial neural network and one of a feed-forward neural network. This network is used for pattern recognition, time series prediction, noise reduction, motion control, and other tasks. The MLP is composed some layers of neuron, it has input layer, hidden layer, and output layer. This network learns to the tasks by changing the weight parameters. Generally, the performance of the MLP is changed by the number of neurons. Moreover, we used the Back Propagation (BP) which is one of the MLP’s learning method.

A Back Propagation (BP) is used to the MLP’s learning algorithm. The BP was introduced by D.E. Rumelhart in 1986 [7] - [9]. In this algorithm, the network calculate the error from the output and teaching signal. The neuron has the multi inputs and a single output. In this study, we use the method of MLP and BP. The updating rule of neuron is described by Eq. (1).

\[ x_i(t+1) = f \left( \sum_{j} w_{ij}(t)x_j(t) - \theta \right), \tag{1} \]

where \( x \) is the input or output and \( w \) is the connection weight parameter and \( \theta \) is threshold. In this equation, the weight of connection and threshold of neuron are learned by BP algorithm. We used the sigmoid function for the output function. The error of MLP propagates backward in the feed-forward neural network. BP algorithm changes value of weights to obtain smaller error than before. The total error...
$E$ of the network is described by Eq. (2).

$$E = \frac{1}{2} \sum_{p=1}^{p} \sum_{i=1}^{n} (t_{pi} - o_{pi})^2, \quad (2)$$

where $E$ is the error value, $p$ is the number of the input data, $n$ is the number of the neurons in the output layer, $t_{pi}$ is the value of the desired target data for the $p$th input data, and $o_{pi}$ is the value of the output data for the $p$th input data. The function of the connection weight is described by Eq. (3).

$$\Delta_{p} w_{k-1,k}^{i,j} = \eta_{k} o_{pi}^{k-1} = -\eta \frac{\partial E_p}{\partial w_{k-1,k}^{i,j}}, \quad (3)$$

where $w_{k-1,k}^{i,j}$ is the weight between the $i$th neuron of the layer $k-1$ and the $j$th neuron of the layer $k$, and $\eta$ is the proportionality factor known as the learning rate.

C. Proposed Network

In this study, we investigate in more detail the influences of neurogenesis. We apply the behavior of the death of neuron and neurogenesis to MLP. We use that the MLP is composed of three layers (one input, hidden, and output layer). We propose the death of neuron and neurogenesis during the MLP learning process. Then, we consider characteristics of the extinction, death of neuron and generated neurons.

We explain how to generated neurogenesis and death of neurons. We focus on the connection weights of the neuron from the input layer to the hidden layer. Then, we consider two kind of the death of neuron and neurogenesis. One is the death of neuron and replaced neurogenesis. In this network, we choose the neuron which is the smallest action between the input and hidden layer. After that, the neuron of the smallest action is deleted to the network and the new neuron is generated at there. This process is called “death of neuron and replaced neurogenesis”. The other is the death of neuron and additional neurogenesis. This network is carried out in the similar method of the death of neuron and replaced neurogenesis. However, new neuron is generated in the bottom of the hidden layer after the neuron of the smallest action is deleted and generated during the learning process. Namely, this net work is additional neurogenesis while the neuron is deleted and generated. Then, all connection weights to the generated neurons are newly set small random values. In this study, we assume the process to generated neurons and connection to “neurogenesis”. After that, the connection weights are newly calculated. Figure 1 (b), (c) show a structure of the proposed network.

III. Simulations

In this study, we apply the learning of the time series to MLP learning process. We use the chaotic time series produced by the logistic map. We compare the learning performance of the each MLPs. Figure 2 shows the three input data.

We set that the conventional network and the proposed network are composed of three layers. The number of neurons in the input layer and the output layer are 50 neurons. Then, we set that the conventional MLP has 5 neurons in the hidden layer. In the MLP with death of neuron and additional neurogenesis, we set to 5 neurons in the hidden layer at the start of the learning process. Therefore, the proposed MLP is set that the number of neurons in the hidden layer increases. And, we set the maximum number of the neurons in the hidden layer. The MLPs learn 10000 times during the one trial. The learning rate of the existing neuron is $\eta = 0.005$ and the generating neuron is 0.05. We set the timing that we choose the smallest action of neuron at every 750 iterations. The initial value of the weights of existing neuron are given between -1.0 and 1.0. Similarly, the generating neuron are given between -0.5 and 0.5 at random. Because, we consider that the neurogenesis is possible to many learning. We compare the learning performance of the following three kinds of MLPs:
1) The conventional MLP
2) The MLP with death of neuron and replaced neurogenesis (MLP - DR)
3) The MLP with death of neuron and additional neurogenesis (MLP - DRA)

We use a Mean Square Error (MSE) as the measure of their performances. MSE is defined by Eq. (4).

\[ MSE = \frac{1}{N} \sum_{n=1}^{N} (t_n - o_n)^2. \] (4)

We make a comparison between the three MLPs. We investigate the learning in some approaches.

A. Example of the learning performance

In this section, we compare the example of the learning performance of the three different MLPs. We show an example of the learning performance of the MLPs in Figs. 3 and 4. In this example, we set the neurons in the hidden layer that the conventional MLP and the MLP - DR is set to 5 and 15 neurons. Therefore, the MLP - DRA is set the neuron in the hidden layer that the number of neurons increases until 15 neurons during the learning process. We show these results of the learning performance when we set that same initial value of the weight connections.

![Fig. 3. Example of learning performance (5 neurons in the hidden layer).](image)

![Fig. 4. Example of learning performance (15 neurons in the hidden layer).](image)

In Fig. 3, we show the example of the learning performance when we set the conventional MLP and the MLP - DR with 5 neurons in the hidden layer. In the MLP - DRA, we set to 5 neurons in the hidden layer at the start of learning. During the learning process, neurons in the hidden layer are deleted and generated until 15 neurons. Similarly, we show the example of the learning performance when we set the the conventional MLP and the MLP - DR with 15 neurons in the hidden layer in Fig. 4.

From Figs. 3 and 4, the error of each MLP decreases. Then, we focus on the value of the error at the last of learning time. The learning performance of the MLP - DRA is better than the conventional MLP. We considered that the behavior of the death of neuron and neurogenesis can be applied well. However, we can say that the learning performance of the MLP - DR obtains negative result in Fig. 3. Therefore, we consider that the death of neuron and neurogenesis have adverse effects on the small number of neurons in the hidden layer.

B. Average of the learning performance

In this section, we compare the average of the learning performance of the three different MLPs. Moreover, we carry out 100 trials with different initial weights of connections. We used the conventional MLP and the MLP - DR with 5 and 15 neurons in the hidden layer. In the MLP - DRA, we set to 5 neurons at the start of the learning process. We show the average of the learning performance of the MLPs in Table I.

| TABLE I AVERAGE OF THE LEARNING PERFORMANCE |
|----------------|----------------|----------------|----------------|----------------|
| (1) The conventional MLP | Neurons | Average | Minimum | Maximum | Standard variation |
|----------------|----------------|----------------|----------------|----------------|
| 5 | 0.00841 | 0.00301 | 0.01793 | 0.00374 |
| 15 | 0.00135 | 0.00075 | 0.00322 | 0.00044 |
| (2) The MLP - DR | Neurons | Average | Minimum | Maximum | Standard variation |
|----------------|----------------|----------------|----------------|----------------|
| 5 | 0.00935 | 0.00020 | 0.02896 | 0.00764 |
| 15 | 0.00101 | 0.00004 | 0.00754 | 0.00136 |
| (3) The MLP - DRA | Neurons | Average | Minimum | Maximum | Standard variation |
|----------------|----------------|----------------|----------------|----------------|
| 5 → 15 | 0.00094 | 0.00005 | 0.00522 | 0.00126 |

In Table I (1), we show the average of the learning performance of the conventional MLP. We consider that the learning performance of the 15 neurons in the hidden layer is better than 5 neurons in the hidden layer. And, we show the average of the learning performance of the MLP - DR in Table I (2). Then, we compare the conventional MLP and the MLP - DR with 5 neurons in the hidden layer. In this comparison, we can see that the average of the learning performance of the MLP - DR obtains negative result from Table I (1), (2). Similarly, we compare the conventional MLP and the MLP - DR with 15 neurons in the hidden layer. In this comparison, we can see that the average of the learning performance of the MLP - DR is better than the conventional MLP from Table I (1), (2). Namely, we can show the minimum error of the MLP - DR is smaller than the the conventional MLP. From these results, we consider that the death of neuron and replaced neurogenesis have adverse effects on the small number of neurons in the hidden layer.

In Table I (3), we show the average of the learning performance of the MLP - DRA. We compare the conventional MLP
with 15 neurons, the MLP - DR with 15 neurons in the hidden layer and the MLP - DRA. In this comparison, we can show that the learning performance of the MLP - DRA is the best result of all MLPs. Moreover, we can see that the minimum error of the MLP - DRA is the smallest value. Because, we consider that the parameter of the connecting weight changed by the behavior of the death of neuron and neurogenesis. Thus, we consider that the death of neuron and neurogenesis have a positive effect on the this network and learning process.

**C. Output data of the learning process**

In this section, we compare the output data of the learning process of the conventional MLP with 15 neurons in the hidden layer and the MLP - DRA. We give the same initial value in each MLP. We compare the target data when we set the second pattern of the input data 2. Then, we show the error value and the processing time in Table II at these results. At the same moment, we show the example of the target data and output data of each MLP in Figs. 5 and 6 when we obtain the error value in Table II.

**TABLE II**

<table>
<thead>
<tr>
<th>Network model</th>
<th>Neurons</th>
<th>Error value</th>
<th>Processing time</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>15</td>
<td>0.00167</td>
<td>0.86</td>
</tr>
<tr>
<td>(2)</td>
<td>5 → 15</td>
<td>0.00072</td>
<td>0.76</td>
</tr>
</tbody>
</table>

**Fig. 5.** Comparison of the target data and output data of the conventional MLP (Target data 2).

**Fig. 6.** Comparison of the target data and output data of the MLP - DRA (Target data 2).

In Fig. 5, we show the example of the target data and output data when we set that the conventional MLP with 15 neurons in the hidden layer. Similarly, we show the example of the target data and output data when we set that the MLP - DRA in Fig. 6.

From Figs. 5 and 6, we compare the output data of each MLP. We can say that the each MLP has approximated the target data. However, we can show that the MLP - DRA is more approximate than the conventional MLP to the target data. Namely, we are able to obtain the good performance by the proposed network. Because, we consider that the error value of the MLP - DRA is smaller than the conventional MLP from Table II. At the same moment, we are able to obtain that the processing time of the MLP - DRA is a few faster than the conventional MLP. Because we used the small number of neurons in the hidden layer at the start of learning process.

**IV. CONCLUSIONS**

In this study, we proposed the MLP - DR and MLP - DRA for the death of neuron and neurogenesis during the MLP learning process. In the proposed network, we chosen the neuron between the input and hidden layer. After that, the neuron was deleted from the network and the new neuron is generated. We compared the learning performance of each MLP by some MLPs.

In some simulations, we were able to obtain the good performance of the proposed network. We can see that the death of neuron and neurogenesis have a positive effect on the this network and the learning. Because, we considered that the parameter of the connection weight changed by the behavior of the death of neuron and neurogenesis. Therefore, we can say that the death of neuron and neurogenesis have a positive effect on the this network and learning process.
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