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I. INTRODUCTION for applying still more suitable template. In this study, we
propose the space-varying CNN designed by Fuzzy inference
Cellular Neural Networks (CNN) [1] were introduced byand the RGB component of an input image. We apply some
Chua and Yang in 1988. The idea of CNN was inspired frogkisting templates to each cell by using Fuzzy inference and
the architecture of the cellular automata and the neural ngf{fe RGB component of an input image.
works. A different point from the conventional neural networks In 1965, L. A. Zadeh has introduced the Fuzzy set as

is that CNN has local connectivity property. Since the Structute o tension of the classical notion of set [8]. This method

of CNN resemblt_as the_ structure of ammals’ r(_etlng, CNN ¢ s performed for applying the fuzziness to computer. Fuzzy
be u;ed for various image processing .appllcatlons [2]-1§ ference systems have been successfully applied in fields such
CNN is cqmp(_)sed of the ba_5|c cireuit units called ceII_s. Tes automatic control, data classification, decision analysis,
cell contains linear and nonlinear circuit elements which aE@(pert systems and computer vision. Then, L. O. Chua et
typically linear capacitors, linear resistors, linear and nonlinegr have proposed the Fuzzy CNN [9], [10] which build the
cont_rc_)lled squrces. ) Fuzzy component into the cell. This CNN carry out the normal
Wiring weights of the cells are established by parametegs,cessing and Fuzzy processing in parallel. The performance
called the template. The performance of the CNN is decidedjecided own template. They have confirmed that this CNN
by the template. If the templates of all the cells in the CNNag characteristic performances. As the new space-varying
are identical, the system is called space-invariant, while if t'&‘“esign method, we apply one of templates to each cell ac-
templates of all the cells in the CNN are not identical, thegging to the position of a barycenter in Fuzzy inference. In
system is called space-varying. Typically, the space-invariagk e substitute Hopfield Networks for Fuzzy inference and
;ystem is mgmly use_d in the studies of the CNN because thgg component for designing the space-varying CNN. We
implementation cost is low. However, the performance of thg, sy some existing templates to each cell by considering the
space-invariant system may be limited because the essemigh center from Fuzzy inference. To calculate the barycenter,
processing dynamics are identical for every position. On )&, focus on the RGB component of an input image. We show
other hand, the performance of space-varying system caniRg performance of this system by color noise removing.

better although the design of the template and implementatior|n Sec. II, we describe the structure of the space-varying

are much more difficult. The research of the space-varyillzg\lN designed by Fuzzy inference and RGB component. In

system is an interesting subject for developing a new directi X . : )
X . L ec. lll, simulation results about the color noise removing
of CNN. In particular, the design method of CNN is importan ! . :
: ; re shown. In Sec. IV, we investigate the results numerically.
problem because the design method influences on the perfor:

mance of CNN. ection V, concludes this article.

In the previous study, we have proposed the space-
varying CNN designed by Hopfield Neural Network (Hopfield
NN) [7]. We prepare some existing templates and the Hop- !I- SPACE-VARYING CELLULAR NEURAL NETWORKS
field NN as associative memory to which some patterns af@ESIGNED BY FUZZY INFERENCE ANDRGB COMPONENT
embedded. In that method, the templates of CNN was chosen

according to the retrieved pattern in each cell. By using this |, this section, we show the design method of space-varying
method, we design the space-varying CNN and could perfois\N by Fuzzy inference and the RGB component of an
better image processing depending on the local informationigh,t image. The proposed CNN is a space-varying system
input images. We have confirmed that this system is effectiyg,ich designed by RGB component in input pattern to Fuzzy

for some tasks. However, we have to prepare some patternsifgkrence. We describe the design method as follows. Figure
designing space-varying CNN. These patterns are one of T%how the overall view.

parameter of this system. Also, this method does not include
the fuzziness like a human. We consider that the fuzzinessStep 1 We resolve the color image into RGB component
like a human is necessary to design the space-varying CMNd calculate Eqslj, (2) and Q).
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lm ps(y) = — —1‘+1 (12 <V, < 16). (4)
Y. . Fuzzy Inference . . .
We substitute the value of Egsl)( (2) and @) into this
membership function and calculate eadly) of each triangle
0 < Barycenter<1 wave function. Theu(y) is the degree for the inference.
Templatel (if Boundary | < Barycenter < Boundary 2) Step 3 Forth, we choose “Logic AND” operation or “Logic
Template2  (else) OR” operation. Fuzzy inference is composed by the hypothesis
and the consequent. In the hypothesis, we can choose “Logic
Fig. 1. Design method by Fuzzy inference and RGB component of an inpAND” operation or “Logic OR” operation. By using three

Fuzzy Rule

image. kinds of Vp, we obtain three kinds qi(y), respectively. Also
we can choose one of the(y) by using this operation. We
describe an example about it B{pr = 4.5, Vpe = 6.0 and
Vg in the cellC(i, j): Vpp = 1.0 as follows.
i+1 Jj+1
o . . 1) 1) 1) )
Vr(i,j) = ( Z Z Vugr(i,j) — Vu(i,j;k,0)]). (1) 0; A A A\0.875
k=i—11=j—1 3 06 / I\ /\ /\ / \\05
2 )
Ve in the cell C(i, j): 0 / \ / ’\ /I/ N/ \st
i+1 Jj+1 00123'4567801‘23'45‘6%8012‘34115‘6780123‘1‘15'6‘78
.. .o .. VpR VpG VpB V)
Valio)) = (Y. Y Vuelij) — Vali,jik D). (2 P P P P
k=i-1l=j-1 Fig. 3. Sample for “Logic AND” operation or “Logic OR” operation.
Vi in the cellC (i, j):
i+l 1 In Fig. 3, u(y) of Vpgr is 0.875, that of Vs is 0.5 and that
VB(i,7) = ( Z Z [Vugp(i,j) — Vu(i,j;k,1)]). (3) of Vpgis0.25. If we choose the “Logic AND” operation, the
k=i—11=j—1 w(y) is set into0.875. On the other hand, if we choose the

In Egs. (), (2) and @), Vu(i, j; k, 1) is the gray scale value "-09ic OR” operation, theu(y) is set into0.25.
of input image. We calculate the total difference value betweenStep 4
the center pixel and other neighborhood pixels in the pattern.

The each maximum valu® is 16.0. These values are the
peculiar value in each pattern. 0.8
Step 2 We prepare the membership function like Fiy.
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Fig. 4. Singleton for the consequent.
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We substitute the hypothesis value into Fgfor calculate
the consequent. Figurgis the graph for the consequent. For
simplifying, we apply the simplified-inference method. In this
In this membership function, theg, Vi or Vg are assigned a method, we use the singleton which having only the hight. We
value toV. We use a triangle wave function for simplifying.substitute each(y) of the hypothesis into the hight by Fig.

Fig. 2. The triangle wave function as the membership function.

The function in Fig.2 is described as follows. Step 5§ We calculate the barycenter by Ed) form the
V.14 value of all the consequent.
my)=—|-"— -1 +1 (0<V, <4), ,
4 Sy W) 5
/ SO ©
,ug(y)——:—l‘—i-l (0<V, <8),
In Eq. (), yo is the barycentery/(y) is each value of
s (y) = — Vp—4 1‘ 1<V, <12) triangles calculated by Eqgs1)( (2), (3) and Fig.2. Also, y
4 - is each value o axis in Fig. 4. In this study, the value of
| Vp =38 the barycenter is formd to 1.0. By these ways, we obtain the
paly) = — 4 1‘ +1 (81, <16), barycenter of input patterns.
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Step 8 We apply each template to each cell by using
each barycenter. We set up the two parameteiB@sdary1 HD _HD _HD

and Boundary2 for applying template. The state equation is HD HD HD
updated as follows. HD HD HD
State equation by Template 1
dvgij o KV KV KV
dg;” = Uzt Z Z A jik,1) Vyre (L) KV HD KV
k=i—rl=j—r KV KV KV
i+r Jj+r

+ D D Bigjkpvan(t) + I,

k=i—rl=j—r

Fig. 5. The mechanism of removing the noise.
(Boundaryl < yo < Boundary?2). (6) 9 9

State equation by Template 2

J e 4 Therefore, the center pixel which is appliddeat Diffusion”
Vaij templatebecomes the average 3nx 3 pixels. As a result, the
— = —Ugj + g E Ao it ) Vykt (1) np : 9 P i ) '

dt ! Gkl noises are diffused and removed. The simulation results are

k=i—rl=j—r
itr  J+r
+ D> > Bogijrnvun(t) + Iz,

k=i—rl=j—r

shown as follows.

(otherwise). (7)

Hence, the input image is processed by using each appl
template in the space-varying CNN designed by Fuzzy inf :
ence. (a)

Ill. SIMULATION RESULTS

In this paper, we show the simulation results about colf
noise removing with “Pepper” image. The input images i
clude red, blue, green and black noise, respectively. In th* :
simulation, we choos&Heat Diffusion” templateand “Keep ()

Value” templateas follows.
Fig. 6. “Pepper” images as input image and output images. (a) “Pepper”

“Heat Diffusion” template image include black noise. (b) “Pepper” image include red noise. (c) “Pep-
per” image include green noise. (d) “Pepper” image include blue noise.

0.1 0.15 0.1 (e) Black noise removed resulBoundary! = 0.1, Boundary2 = 0.33
A= 0.15 0 015 |, B=0, I =0. (8) and “Logic OR” processing in Fuzzy component). (f) Red noise removed

result Boundaryl = 0.1, Boundary2 = 0.35 and “Logic OR” processing
in Fuzzy component). (g) Green noise removed resBiundary? = 0.1,

“ " Boundary2 = 0.33 and “Logic AND” processing in Fuzzy component).
Keep Value template (h) Blue noise removed resulBpundaryl = 0.1, Boundary2 = 0.36 and
“Logic AND” processing in Fuzzy component).

0.1 015 0.1

0 0 O
A=10 1 0|, B=0,1I=0. 9)
000 Figures6(a), (b), (c) and (d) show the input images in-
cluding color noises. Figure$(e), (f), (g) and (h) show
the simulation results. The other parameter is shown in the
Figure 5 shows the reason why we chodsteat Diffusion”  caption of each image. In the output images, almost noises are
templateand“Keep Value” templateand the mechanism how removed. On the noise pixels, the cell is applied thieat
to remove noise. In this figuréHD” means the cell corre- piffusion” template On other pixels, the cell is applied the
sponding to the¢HD” is applied“Heat Diffusion” template  “keep Value” template These templates are applied by Fuzzy
Also, “KV" means the cell which corresponding to t#&/"  inference effectively. However, the part of the edge is little

is applied“Keep Value” template Usually, the“Heat Diffu-  giffused by “Heat Diffusion” template because of the false
sion” templatemake all pixels O like Fig5. In our proposed applying.

system, théHeat Diffusion” templateis applied on the noise

and the“Keep Value” templateapplied on the other pixels. V- RESULTVERIFICATION ABOUT NOISE REMOVING

On the noise pixels, théHeat Diffusion” template obtains In this section, we investigate the results numerically. To
the neighbor value and makes itself the average value. Alsajculate the error for noise removing, we use following
the neighbor pixels keep itself byKeep Value” template equations.
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Error equation in noise image human is not care about the difference if the output image is
956 256 similar to the original image totally. Thus, the error decrease
Z Z Volillj] — Vi [i][1]] r_apidly around that the’T'H” is set to0.1 by removing the
5 ) i little difference.
rroTNe 256 256 - ’ V. CONCLUSIONS
;;‘ olillfl . In thi?j s;udy, we ha]:/e proposedd t:e space-varying CNNf
At At esigned by Fuzzy inference and the RGB component o
(Volills] = Vwlilljll > TH). (10) an input image and investigate it. This method needs only
Error equation in result image three parameters for designing and some existing templates for
956 256 processing. We have shown the performance of this system by
Z Z Volilli] — Valil[jll color noise removing. From some s?mulation results, we have
== succeed to remove almost color noises from a general image.
Errorg(%) = 556 956 : The performance of this system depends on the parameters.
Zz Vo lil[f]] In the future work, we would like to propose the automatic
e system to decidg these parameters. Also_unqen, the error
(Volillj] - Veli[jll > TH).  (11) of result image is larger than that of noise image. We have

considered that human correct the little difference.

In Egs. (0) and (L1), Vuli][j] is the original value in the
cell C(i,7). Also Vy[i][j] is the noised value an®x[i][;]
is the result value in the celC(i,j). The “TH” is the [l
threshold value. We calculate the error between the origir[gjl

REFERENCES

L.O. Chua and L. Yang, “Cellular Neural Networks:Theory,” IEEE Trans.
Circuits Syst., vol. 32, pp. 1257-1272, Oct. 1988.
F. Dirk and T. Ronald, “Coding of Binary Image Data using Cellular

image and its noise image or the output image by thesé Neural Networks and Iterative Annealing,” Proc. of ECCTD'03, vol. 1,
equations. The smaller error describes that the noise image ?r&p- 629'5)32' Sdepz 2%?]3- «Cellular Neural Network for Associati

. . P o . . . ampba an . ang, ellular Neura etwor or Associative
Fhe output mag_e _'S similar to the O”gmal image. In fact, th'g Memory and its Application to Braille Image Recognition,” Proc. of
is the characteristic that the proposed system can remove NoiSaJCNN'06, pp. 4716-4721, Jul. 2006.
effectively. Additionally, we add the difference upward of thé4] H. Koeppl and L.O. Chua, “An Adaptive Cellular Nonlinear Network and
set threshold value. We change the threshold vAIBE” and Its Application; Proc. of NOLTAOT, pp. 15-18, Sep. 2007.

: . o - T. Kozek, K.R. Crounse, T. Roska and L.O. Chua, “Smart Image Scanning
investigate the transition of error. When tH&' H” is 0, we Algorithms for the CNN Universal Machine,” Proc. of NOLTA'95, val. 2,
calculate the error at all pixels.

(5]

pp. 707-712, 1995.

K. Sumitomo and A. Ushida, “A Design Method of Cellular Neural

Networks Using Fuzzy Inference,” IEICE Technical Report, no. NLP98-

443, pp. 39-46, Dec. 1998.

Y. Ueda, M. Kawahara, T. Inoue, Y. Uwate and Y. Nishio, "Space-Varying

Cellular Neural Networks Designed by Hopfield Neural Network,” Proc.

of IJCNN'10, pp. 3770-3775, Jul. 2010.

L. A. Zadeh, “Fuzzy Sets as a Basis for a Theory of Possibility,” Fuzzy

Sets Syst., Vol. 1, Issue 1, pp. 3-28, Jan. 1978.

T. Yang and L.B. Yang, “Fuzzy cellular neural network: theory,” Proc.

Int. Workshop on Cellular Neural Networks and Their Applications

(CNNA96), pp. 181-186, 1996.

[10] T. Yang and L.B. Yang, “Fuzzy cellular neural network: applications,”
Proc. Int. Workshop on Cellular Neural Networks and Their Applications
(CNNA96), pp. 225-230, 1996.

[11] Cellular Sensory Wave Computers Laboratory Computer and Automa-
tion Research Institute Hungarian Academy of Sciences, “Cellular Wave
Computing Library (Template, Algorithms, and Programs) Version 2.1".

(6]
12
10
(7]
--NOISE
-=RESULTS

8
6 NOISE

4 =RESULTS
2
0

Error(%)

o N B O

Error(%)

(8]

0 02 04 06 08 1 [9]

Threshold

(a)

o

02 04 06 08 1

Threshold
(b)

10

--NOISE
-=RESULTS

8

6 -*-NOISE
4 -=RESULTS
2
0

Error(%)
oN B O ®

Error(%)

0 02 04 06 08 1

Threshold Threshold
(©) (d)

Fig. 7. The transition of error by changing the Threshold vdltg. (a) A
black noise image and its result. (b) A red noise image and its result. (c) A
green noise image and its result. (d) A blue noise image and its result.
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In Fig. 7, the transition of the error between the original
image and the noise image is small when we change the
“T'H”. On the other hand, the transition of the error between
the original image and the output image change rapidly around
that the“T'H” is set to0.1. In Fig. 6, the noise removing has
been carried out enough visually. Therefore, we consider that
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