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Abstract—In the previous study, we have proposed the Com- Furthermore, we investigate its numerical efficiency by using
munity Self-Organizing Map (CSOM) that the neurons create correct answer rate.
some neuron-community according to their winning frequencies.
In this study, we apply CSOM to clustering and data extraction
for various input data including a lot of noises, and we investigate

its numerical efficiency by using correct answer rate. We confirm In the previous study, we have proposed a Community
that CSOM creates some communities and obtain effective results SOM (CSOM) algorithm. The important feature of CSOM is
for data extraction. ’ . .
that the neurons create some neuron-community according to
|. INTRODUCTION their winning frequency. In other words, in CSOM algorithm,
In d . | . ¢ tvpical vsi the winner, which satisfies the condition for the winning
n ata r(;nmng, cdqs:jer:cng IS one o tﬁ(p'c‘f" anayswr,] tecr1rrequency, and its neighborhood neurons, which satisfy the
niques and Is studied for many app ications, Such as sgme condition, creatk;, communityCy. In the community
statement, a pattern reC(_)g_nltlon, an image analysis and é,?, a leaderl;, is a neuron that has become the winner most
on. Then, the Self-Organizing Map (SOM) [1] has attraCteﬂjequently among the all neurons belongingdp. Because
attention for the study on clustering in recent years. SOM is the human society, the human-beings also creates some

unsupervised neural network introduced by Kohonen in 19§ mmunity. This phenomenon has tendency that human-beings
and is a simplified model of the self-organization process gt v around a leader.

the brain. SOM obtains statistical feature of input data and T1s
applied to a wide field of data classifications{28]. SOM A | earning Algorithm
can classify input data according to similarities and patterns

which are obtained by the distance between neurons and som&/€¢ explain the learning algorithm of CSOM in detail.
visualization methods based on SOM were proposed [9]-[131°CM has a two-layer structure of the input layer and the
mpetitive layer as the conventional SOM. In the input layer,

On the other hand, in the real world, the amount and tf%& . _ ;
complexity of data increase from year to year. Therefore, it {86r€ arel-dimensional input vectors; = (z;1, zj2, -, zja)
important to investigate various extraction method of clusteté = 1:2,"-- V). In the competitive layer) neurons are
from data including a lot of noises. arranged as a regular 2-dimensional grlq. Each neuron has a
Meanwhile, the real world is competitive society and/€ight vectorsw; = (wii, wiz, -, wia) (i = 1,2,---, M)
human-beings belong to sub-society called “Community”. It |¥ith the same dimension as the input vector. A winning

based on definition that the human-beings are social animgf%quencywi is associated with each heuron and is set to €10
tially: W; = 0. The number of members in each community

introduced by Aristotle. The social animal creates a socief) ) )
and the number of community are zero. Before learning,

and lives in the society. Furthermore, the social animals } I d bel itv. h h
the society are centered around a leader and create the cgifi-2" Neurons do ot beong 10 any Communy, NOWever, they

munity. Additionally, there are also human-beings excludgf@dually belong to some community with learning.
from the community. The phenomenon actually take place in ) Il th imul
the real world. On the other hand, the neuron’s world is al$&SOM1) Input an input vector; to all the neurons simul-

competitive society like the real world. Therefore, we consid%‘?neoUSIy n ;()jarallgl. by calculati g b
that the neurons are centered around a leader and create OM2) Find a winnerc by calculating a distance between

community. Namely, the neurons are also the social anim?:n.e Input vectoer;

II. COMMUNITY SELF-ORGANIZING MAP

and the weight vectow,; of each neuron;

In previous study, we have proposed the Community Self- ¢ = arg min{||w; — z;} )

Organizing Map (CSOM) [14] that the neurons create some i T

neuron-community according to their winning frequency, anghere | - | is the distance measure, in this study, we use

the neurons, which is not satisfied the condition, are removgdjigean distance.

from the community including these after all leaning. (CSOM3) Updated the weight vectors of all the neurons as
In this study, we apply CSOM to clustering and data

extraction for various input data including a lot of noises. w;(t + 1) = w;(t) + hei(t) (x5 —wi(t)), 2
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wheret is the learning step. ;(t) is called the neighborhood thanWyy (¢), in 1-neighborhoods of the winnerthen consider

function and is described as whether they belong to any community. If this neighborhood
) neuron belongs to any community, perform (CSOMS). If

hei(t) = alt) exp (_”7'7? _2’°c|| )7 (3) hot, affiliate it to the communityC;, including the winner

202(t) ¢ in Fig. 2, update the leadel;, as (CSOMS), and perform

where r; and . are the vectorial locations on the displayCSOM9).

grid, a(t) is called the learning rate, andt) corresponds to Winner neuron ¢
the width of the neighborhood function. Both(t) and o () and its community C;,  Winner neuron ¢
decrease monotonically with time, in this study, we use

Community C,

alt) = a(0) (1 _ ;) . o(t) = o(0) (1 _ ;) . ®

whereT' is the maximum number of the learning.
If t > Thi, is satisfied, perform (CSOM4). If not, perform
(CSOM9). T,y is fixed parameter and the minimum number

of the Iearnlng n creatlng cpmmunlty. . Fig. 2. How to update communit”x,. Number in each neuron denotes
(CSOM4) Increase the winning frequency of the winreby  jis winning frequency;. The winner's 1-neighborhood neurons with higher
new old winning frequency thari¥y, (t) belong to communityC. The neuron with
Wc = Wc + 1. (5) W; = 5, which is lower winning frequency thaby, (¢), belongs to no
community.
Evaluate whether the winner satisfies the conditions of the

winning frequency to update the community informations. If o )
W, > Wy (t) is satisfied, perform (CSOMS5). If not, perform(CSOM8) Compare the winning frequencies of two lead-

(CSOM9) without updating the community¥,(t) is the €rs between the community including the winner and the
threshold value and increases with learning as community including winner’s neighborhood neuron. Loss

of generality, assume that the winnerbelongs toC; and
Tmin)i. (6) its neighborhood neuron belongs &,. The leaders ofC;
r M and Cy, are assumed ag and [y, respectively. IfWW;, >
(CSOMS) Find the communityCy, including the winnerc. 11, , the neighborhood neuron keeps on belonging toas
If winner ¢ does not belong to any community, create a nepig. 3(a). If not, the neighborhood neuron belonging @
community,n®¥ = n°4 41, and affiliate the winnet to new are absorbed int@; as Fig.3(b). Then, in a specific case,
communityCy, asc € C, (wherek = n"%). If not, c remains if the neighborhood neuron is the leaderin the community
in its communityC'. Cs, all the neurons belonging 0, are absorbed int¢’; and
(CSOMB6) Find a leadet;, which has become the winner mosdecrease the number of communitiesndg” = n°ld — 1.

frequently among the all neurons belonging(tp, according (CSOM9) Repeat the steps from (CSOM1) to (CSOMS) for

1-neighborhoods
Ex.) Win(t) =9

This neuron does not satisfy the
condition of winning frequency.

Win(t) = (1 —

to Eq. (7) as Fig.1. all the input data.
_ _ ) (CSOM10) After all learning are finished, check whether
b = argmax{Wi}, i € Ci. ) W; > 0.8 x Wy (T) for each particle. If it is not satisfied,

remove the particlé from the community including it.

Leader Ik IIl. EXPERIMENT RESULTS
A. Application to Clustering

We consider 2-dimensional input data containing three
clusters and a lot of noises as shown in Fi¢). The total
number of the input dat& is 1000, and 200 data are randomly
distributed within a range from 0 to 1. The variance of the
cluster is different, respectively. The conventional SOM and
CSOM have 100 neuror{$0x 10), respectively. We repeat the
Community C, learning 15 times for all the input data, namély= 15000.

The parameters for the learning of the conventional SOM and

Fig. 1. How to update leadel, in communityCy,. Number in each neuron CSOM are chosen as follows;
denotes its winning frequendy’;. The neuron withiW; = 20, which is the

highest winning frequency among the neurons in the commu@)itypecomes T
the leaderiy,. 05(0) = 0.3, U(O) = 3.5, Tnin = b}

The simulation results of the conventional SOM and CSOM
(CSOMY7) Find neurons, whose winning frequency are highare shown in Figs4(b) and (c), respectively. In Figd(c),
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Community

Neighborhood neuron
Winner’s keeps on belonging to C.. Winner’s
neighborhood neuron neighborhood neuron

Neighborhood neuron
absorb into C'.

(a) (b)

Fig. 3. How to determine whether a communify; absorb a communitg’s including a neighborhood neuron. Number in each neuron denotes its winning
frequencyW;. The leadeii; andls are a neuron with the highest winning frequency in the commu@ityand in the community’s, respectively. (a) As the
winning frequencytV;, = 20 of the leaderi; is lower than the winning frequendy’;, = 25 of the leaderiz, the neighborhood neuron keeps on belonging
to Ca. (b) As W;, = 20 is higher thani¥;, = 18, the neighborhood neuron is absorbed iatp.

we can see that the number of communities is thiee% Rc; as follows [8];

and B mean the each community), and it is the same as the N,.;— N

number of clusters. It means that only the neurons, which Rer = N (i=1,2,--), 8
self-organize the area where the input data are concentrated, or

create the communities. Furthermore, the neurons beIongW ere No; is the true number of the input data within the
I

to the largest cqmmunity, which is t_he largest in t_he numberg sterCy, N, is the obtained number of the desired input
neurons belonging to the community, self-organize the large ;tlta withinCy, and N,; is the obtained number of undesired

cluster. Therefore, we can see the number of clusters and
" . N o Sut data out ofC;.
rough condition by investigating the number of communities

and the size. TABLE |
CORRECT ANSWER RATE %] FOR 2-DIMENSIONAL INPUT DATA.
B. Application to Data Extraction [ Method [ Nel [ NrI [ Correct answer rate [%]
Next, we carry out the extraction of cluster from the results |_Conventional SOM| 96 789 86.6

CSOM 43 755 89.0

of the conventional SOM and CSOM as Figgb) and (c).
The extraction method is relatively simple as follows. In the

conventional SOM, after learning, the input data, which is Table| shows the correct answer rafg-; of the conven-
within a radius ofz from all neurons on the map, are classifiegional SOM and CSOM for the 2-dimensional data, respec-
into the cluster. In CSOM, after learning, the input data, whidfively. From this table, we can see that the correct answer rate
is within a radius of R from all neurons belonging to eachpr.; and the obtained number of undesired input dsita of
community on the map, are classified into the cluster. CSOM is better value than them of the conventional SOM. It
The extraction result of the conventional SOM is shown imeans that CSOM hardly include the noises and can exactly
Fig. 5(a), and the extraction results by using the respectiegtract the clusters than the conventional SOM. Therefore, we
communities and the only largest community in CSOM argan that CSOM obtains numerically effective result than the
shown in Figs.5(b) and (c), respectively{ = 0.05). In  conventional SOM.
Fig. 5(a), we can see that the cluster obtained by the con-
ventional SOM includes a lot of noises. In other words, the IV. CONCLUSIONS
conventional SOM obtains the unnecessary data. In CSOM|n this study, we have applied CSOM to the clustering and
as the neurons belonging to any community self-organize athe data extraction for various input data including a lot of
cluster, the results as Fig(b) obtain three clusters and hardlynoises. We have confirmed that the number of communities in
include the noises. Besides, as the neurons self-organizing @80M is the same as the number of clusters, and CSOM can
cluster create one community at the area, we can obtain titgain visually and numerically effective results for the data
largest cluster by extracting the largest community asHig). extraction.
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Fig. 4. Learning simulation for 2-dimensional data by using the conventional SOM and CZ0#. and B denote the largest community;, the second
largest communityC> and the third largest community's, respectively. (a) Input data. (b) Learning result of the conventional SOM. (c) Learning result of
CSOM.
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Fig. 5. Extraction results of clusters. (a) Clusters extracted by using all the neurons in the conventional SOM. (b) Clusters extracted by using all the neuron:
belonging to the respective community in CSOM. (c) Clusters extracted by using the largest comfumtCSOM.
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