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1 Introduction

Recently, studies on the brain have been carried
out actively on various levels. On the neuro-
science level, many researchers investigate how
neuronal death occurs in the human brain. Re-
searches of neuronal death are help to make clear
the mechanisms of unrevealed diseases such as
Alzheimer disease [1]. Neuronal death can be oc-
curred by various but usual causes such as drink-
ing a lot of alcohol, heavy smoking and concus-
sions. Furthermore, some neurons die with apop-
tosis when the neuron can not receive any signals.

Some neurons often die in the human brain in
daily life. Even if some neurons die, the human
brain is still able to operate normally by creating
new information processing from abundant expe-
rience and knowledge. This is because, the human
brain has durability and flexibility.

Many modelings of the human brain with the
visual or the audio sensation are reported [2]-[4]
due to development of the brain researches. How-
ever, the investigation of modeling of higher func-
tions in the human brain such as durability and
flexibility is just getting started. We consider that
it is very important to apply these high functional
mechanisms of the human brain to novel artificial
neural networks.

In our previous research, we have proposed a
new network structure with affordable neurons in
the hidden layer, for efficient BP learning [5][6].
We named this network “Affordable Neural Net-
work.” In this network, we prepare some extra
neurons in the hidden layer. When the network
executes operating, all of the neurons in the hid-
den layer are not used at every updating. Namely,
this network is able to operate with high function

by using different neurons in the hidden layer. By
computer simulations, the affordable neural net-
work has been confirmed to gain better perfor-
mance for the BP learning on both convergence
speed and learning efficiency. Further, we have in-
vestigated the performance of the affordable neu-
ral network when noise-polluted data is inputted.
And we have confirmed that the affordable neural
network is able to output noise-cleaned data. We
can say that the affordable neural network has
generalization ability. However, we believe that
many advantages of the affordable neural network
are still veiled. We consider that the affordable
neural network is able to self-generate network
durability.

In this study, we investigate the durability of
the affordable neural network when some of the
neurons in the hidden layer are damaged, after
the learning process. If a neuron is selected as
a damaging neuron, the connections to the out-
put layer from the neuron are cut. Namely, the
damaging neuron does not operate. By computer
simulations, we confirm that the affordable neu-
ral network keeps its efficiency. We conclude that
the affordable neurons exert an important influ-
ence on durability of the network.

2 Affordable Neural Network

2.1 Network Model with Affordable
Neurons

In Refs. [5][6], we have proposed a network with
affordable neurons in the hidden layer of the feed-
forward neural network structure for efficient BP
learning. We introduced the affordable neurons to
reflect important properties of the brain. During
the BP learning, not all of the neurons in the hid-



den layer are not used at every updating. Namely,
some of the neurons are selected for the learning
and the rest of the neurons are deactivated. The
network model and the operation of the affordable
neurons in the hidden layer are shown in Fig. 1(a)
and Fig. 1(b), respectively.
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Figure 1: Affordable neural network.

2.2 Chaotic Selection

For the proposed network, at every update, some
of the neurons have to be selected for the BP
learning. In Refs. [7]-[9], the authors have in-
vestigated the performance of the Hopfield neural
network solving combinatorial optimization prob-
lems when chaos is inputted to the neurons as
noise. By computer simulations, chaotic noise
has been confirmed to improve performance by
being able to escape from local minima much bet-
ter than random noise. Hence, we consider that
various features of chaos are effective for neural
networks.

In this study, we use the skew tent map as a

simple chaotic map, to realize a chaotic selection
of operating neurons in the hidden layer. We pre-
pare the skew tent maps with different initial val-
ues, whose number is the same as the number
of the neurons in the hidden layer, so that each
skew tent map corresponds to one neuron. At
every update of the BP learning, the skew tent
maps are also updated, and their values are re-
ferred. By selecting a number of neurons in the
order of the values of their skew tent maps, the
selection is made in a chaotic manner. Note that
chaos is not inputted to the neural network di-
rectly, but is used only for the selection of the
operating neurons. The skew tent map is defined
by the following equation.

xn+1 =

⎧⎪⎪⎨
⎪⎪⎩

2xn + 1 − a

1 + a
(−1 ≤ xn ≤ a)

−2xn + 1 + a

1 − a
(a < xn ≤ 1).

(1)

One example of the temporal evolution under
chaos selection is shown in Fig. 2. In this exam-
ple, eight neurons in the hidden layer are prepared
and the number of the affordable neurons are set
to two. The horizontal axis is time and the verti-
cal axis is the neuron number in the hidden layer.
The plotted marks indicate the neurons selected
as affordable neurons at each updating. We can
see that the affordable neurons are selected chaot-
ically.
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Figure 2: Chaotic selection.

3 BP Learning Algorithm

The standard BP learning algorithm was intro-
duced in [10]. The BP is the most common learn-
ing algorithm for feedforward neural networks. In
this study, we use the batch BP learning algo-
rithm. The batch BP learning algorithm is ex-
pressed by a formula similar to the standard BP



learning algorithm. The difference lies in the tim-
ing of the weight. The update of the standard BP
is performed after each single input data, while for
the batch BP the update is performed after all in-
put data has been processed. The total error E
of the network is defined as

E =
P∑

p=1

Ep =
P∑

p=1

{
1
2

N∑
i=1

(tpi − opi)2)

}
, (2)

where P is the number of the input data, N is
the number of the neurons in the output layer, tpi

denotes the value of the desired target data for
the pth input data, and opi denotes the value of
the output data for the pth input data. The goal
of the learning is to set weights between all layers
of the network so as to minimize the total error E.
In order to minimize E, the weights are adjusted
according to the following equation:

wk−1,k
i,j (m + 1) = wk−1,k

i,j (m) +
P∑

p=1

∆pw
k−1,k
i,j (m),

∆pw
k−1,k
i,j (m) = −η

∂Ep

∂wk−1,k
i,j

,

(3)
where wk−1,k

i,j is the weight between the ith neuron
of the layer k−1 and the jth neuron of the layer k,
m is the learning time, and η is a proportionality
factor known as the learning rate. In this study,
we add to the second line of Eq.(3) an inertia
term, leading to

∆pw
k−1,k
i,j (m) = −η

∂Ep

∂wk−1,k
i,j

+ ζ∆pw
k−1,k
i,j (m− 1),

(4)
where ζ denotes the inertia rate.

4 Damaging Neurons

Even if some neurons of the human brain die, it is
still able to operate normally in most cases. This
durability is one of the most important features
of the brain. In the following, we numerically in-
vestigate the durability of the affordable neural
network.

We assume that some neurons in the hidden
layer are damaged by some causes after the BP
learning. The connections to the output layer of
the damaged neurons are cut as shown in Fig. 3.
Namely, the damaged neurons do not operate. In
this situation, we investigate the performance of
the network when the learning data are inputted
to the network.
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Figure 3: Damaging neurons.

5 Simulated Results

We consider the feedforward neural network for
the task to produce output x2 for input x, as one
learning example. The sampling range of the in-
put data is [−1.0, 1.0] and the step size of the
input data is set to be 0.01. Our BP learning was
based on the fallowing parameters. The learning
rate and the inertia rate are fixed as η = 0.1 and
ζ = 0.02, respectively, and initial values of the
weights are given between −1.0 and 1.0 at ran-
dom. The learning time is set to m = 20000.
We investigate the total error between the out-
put and the desired target when some neurons
are damaged after learning. We define “Average
Error Eave” by the following equation.

Eave =
1
P

P∑
p=1

{
1
2
(tpi − opi)2)

}
. (5)

In this study, we prepare from 8 to 11 neurons
in the hidden layer of the network and the number
of the affordable neurons is set to 1 to 3. For ex-
ample, the number of neurons in the hidden layer
is 8 and the number of the affordable neurons is
set to 2. In this case, only 6 neurons are operated
every time. This network is denoted as “afford-
able neural network (8-2).” For comparison, we
investigate the performance of the conventional
neural network without any affordable neurons.

5.1 Effect of Damaged Neurons

The simulation results of the affordable neu-
ral network and the conventional neural network
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Figure 4: Eave when some neurons are damaged.

when some neurons in the hidden layer are dam-
aged after learning are shown in Fig. 4. Figures
4 (a), (b), (c) and (d) show the simulation results
for the cases that the numbers of the neurons in
the hidden layer are prepared as 8, 9, 10 and 11,
respectively. The horizontal axis is the number of
the damaged neuron in the hidden layer and the
vertical axis is the average of Eave for all com-
bination of the damaged neurons. The Eave of
both the affordable neural network and the con-
ventional neural network becomes worse by in-
creasing the number of the damaged neurons. By
comparison of two networks, the affordable neural
networks gain better performance than the con-
ventional neural network when some neurons are
damaged. Because the Eave of the affordable neu-
ral networks is about half the conventional neural
networks. From these results, we confirmed that
the affordable neural networks can operate well

even if some neurons are damaged.

Some examples of outputs of the affordable neu-
ral network and the conventional neural network
before and after some neurons are damaged are
shown in Figs. 5 and 6. The left figure shows the
output before some neurons are damaged. The
right figure shows the output after some neurons
are damaged. In the case of the affordable neural
network, the effect of damaging neuron is small
and the network gains good performance as be-
fore. While the case of the conventional neural
network, the effect of damaging neuron is very
large and the network does not operate well.

We consider that the learning process using dif-
ferent patterns of operating neurons in the afford-
able neural network prevents the neurons playing
fixed roles and creates the durability of the whole
network.



5.2 Position of damaging neurons

Next, we investigate the relationship between per-
formance and position of the damaging neurons.
The simulated results when the damaged neurons
is only one are shown in Fig. 7. The horizon-
tal axis is the position of the damaged neuron
in the hidden layer and the vertical axis is Eave.
The solid line denotes the affordable neural net-
work and the dashed line denotes the conventional
neural network. We emphasize that the vertical
axis in Fig. 7 is denoted in log scale. From these
figures, Eave of the conventional neural network
is not good. And the performance of the con-
ventional neural network does not depend on the
position of the damaged neurons. On the other
hand, Eave of the affordable neural network is al-
most very small when any neuron in the hidden
layer is damaged. For example, the case of the
number of the neurons in the hidden layer is set
to 11 (Fig. 7 (d)), the Eave of the affordable neu-
ral network is less than one tenth or 1/100 of the
Eave of the conventional neural network for many
positions.

We confirm that the conventional neural net-
work is not able to operate when any neuron is
damaged. However, the affordable neural network
keeps the same performance as the network before
some neurons damaged. This is because, the af-
fordable neural network generates durability dur-
ing BP learning.

6 Conclusions

In this study, we investigated the durability of
the affordable neural network when some of the
neurons in the hidden layer are damaged after
the learning process. By computer simulations,
we confirmed that the affordable neural network
keeps its good performance. It is obvious that
the affordable neurons exert an important influ-
ence on durability of the network. Further, we in-
vestigated the performance of chaos, regular and
random selection methods of affordable neurons
and found superior behavior of the chaotic and
random choice over regular choice.

We believe thus the chaotic selection exerts an
important beneficial effect on the network’s learn-
ing in the hidden layer. In future work, we will in-
vestigate the efficacy of chaotic selection for more
difficult problems in more complicated situations.
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Figure 5: Output of the network before and after
one neuron is damaged (Hidden: 8).
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Figure 6: Output of the network before and after
one neuron is damaged (Hidden: 10).
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Figure 7: Eave and position of damaged neurons.
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