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Abstract In this paper, a cellular neural network using two kinds of cloning templates, which is a kind of modified cellular
neural networks (CNN), is proposed and investigated. The structure of this system is almost the same as that of the conventional
CNN. Namely, the only difference between the conventional CNN and the proposed system is the number of signal lines used for
cloning templates. Therefore, the difficulty of IC implementation is almost the same. This system can carry out more complicated
processing than the conventional CNN. Additionally, cloning templates of the conventional CNN can be applied to this system. As
applications, five different cloning templates for image processing that can carry out complicated processing and a demonstration
of an image-processing application are shown. In the demonstration, by using two cloning templates for the proposed system and
three cloning templates for the conventional CNN, we demonstrate the extraction of numbers drawn with a hard-to-distinguish
color in the background of postage stamps. On the other hand, oscillatory phenomena can be observed in the case of a periodic
boundary condition and a symmetry-cloning template. In the case of the conventional CNN with a corresponding condition,
oscillatory phenomena cannot be observed. The proposed system consists of two kinds of cells that cannot oscillate on their own.
Namely, elements of the oscillator are shared among each other. In this point, the proposed system is of interest. Synchronization,
quasi-synchronization and clustering phenomena are observed in the proposed system. The system is analyzed and the oscillation
of the system is verified.
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1. Introduction

The cellular neural network (CNN) was introduced by
Chua and Yang [1] in 1988. This system is a kind of ana-
log computer and its processing is faster than that of a von
Neumann computer. The system can process many items
of information in real time and its architecture is similar to
that of a retina. Therefore, its main application is image
processing [2] [3]. Many cloning templates, which deter-
mine the characteristics of the system, have been proposed.
Combining these cloning templates can realize useful ap-
plications [4]-[8]. To realize applications, IC implementa-
tion is needed. Fortunately, the system consists of a regular
array of the same cells, and this architecture is suitable for
IC implementation [9]-[11].

On the other hand, many kinds of modified CNNs have
been proposed. For instance, the delayed cellular neural
network [12], fussy cellular neural network [13], quantum
cellular neural network [14], small-world cellular neural
network [15], shunting inhibitory cellular neural network
[16] and two-layer cellular neural network [17] [18] have

been proposed. Basically, these modified CNNs can carry
out more complicated processing than the conventional
CNN. To perform image processing using these CNNs,
many processes are needed. Thus, in recent studies, the de-
velopment of novel architectures applying novel semicon-
ducting devices [19]-[21] has been addressed. However,
these architectures are more complicated than that of the
conventional CNN. Therefore, the advantage of the ease of
IC implementation is lost.

In this paper, a cellular neural network using two kinds
of cloning templates (two-template CNN) is proposed and
analyzed. The only difference in the architecture between
the conventional CNN and the proposed CNN is the num-
ber of signal lines used for cloning templates. Therefore,
the advantage of IC implementation is not lost. The main
feature of this system is that it performs more complicated
processing in spite of having almost the same architecture
as the conventional CNN. Furthermore, cloning templates
of the conventional CNN can also be applied to this system.
The proposed system can also be utilized as a conventional
CNN. Hence, the advantage of the proposed system is that
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it has both unique characteristics and those of a conven-
tional CNN. By demonstrating the unique characteristics
of the proposed system, its effectiveness can be shown.

Five different cloning templates for image processing
using the two-template CNN are proposed. These cloning
templates can carry out complicated processing that cannot
be carried out by the single cloning template of the conven-
tional CNN. Four of the proposed cloning templates gen-
erate checkered patterns, from which one cloning template
is proposed for the extraction of checkered patterns. Using
these cloning templates, we show that one cloning template
for the two-template CNN can perform more complicated
processing than one cloning template for the conventional
CNN.

Additionally, by using two cloning templates for the
proposed system and three cloning templates for the con-
ventional CNN, we demonstrate the extraction of numbers
drawn with a hard-to-distinguish color in the background
of postage stamps. The proposed system has the advan-
tages of the ability to perform complicated processing and
the flexibility of using cloning templates of the conven-
tional CNN. This demonstration shows the superiority and
the flexibility of the two-template CNN.

Another feature is that oscillatory phenomena can be
observed when setting symmetry-cloning templates and
a periodic boundary condition. In the case of the con-
ventional CNN with symmetry-cloning templates and a
periodic boundary condition, oscillatory phenomena can-
not be observed. However, by investigating this condi-
tion, synchronization, quasi-synchronization and cluster-
ing phenomena are observed in the proposed system. This
result shows that this is a novel coupled oscillatory system.
This system has the feature that elements used for the os-
cillation are shared among each other in this system. To
verify the existence of oscillatory phenomena under this
condition, the case of four coupled cells is analyzed.

In Sect. 2, the architecture of the system is introduced.
In Sect. 3, five different cloning templates for image pro-
cessing using two-template CNN are proposed. Addition-
ally, a demonstration of image-processing application is
shown. In Sect. 4, synchronization, quasi-synchronization
and clustering phenomena are shown. These phenomena
are observed when setting symmetry-cloning templates
and a periodic boundary condition. Additionally, the case
of four coupled cells is analyzed and the existence of os-
cillatory phenomena is verified. Finally, conclusions are
given.

2. Two-Template CNN

2.1 Architecture

Figure 1 shows the system model of the two-template
CNN. We assume that the system has a two-dimensional
M by N array structure. Each cell in the array is denoted
as c(i, j), where (i, j) is the position of the cell, 1 ≤ i ≤ M
and 1 ≤ j ≤ N. The coupling radius is assumed to be one.

Fig. 1 System model of two-template CNN

Cells having one cloning template are called cell α and the
other cells are called cell β. These two types of cells are
placed as a checkered pattern, as shown in Fig. 1.

The only difference between the conventional CNN and
the proposed system is the number of signal lines used for
cloning templates. Therefore, the proposed system is suit-
able for IC implementation, similarly to the conventional
CNN.

2.2 Continuous-time version

In the continuous-time version of the two-template
CNN, the state equations of the cells are given as below.
1: For cell α.

dxi j

dt
= − xi j + Iα +

∑
(k,l)

Aα(i, j; k, l)ykl

+
∑
(k,l)

Bα(i, j; k, l)ukl

(1)

2: For cell β.

dxi j

dt
= − xi j + Iβ +

∑
(k,l)

Aβ(i, j; k, l)ykl

+
∑
(k,l)

Bβ(i, j; k, l)ukl

(2)

A{αβ}(i, j; k, l), B{αβ}(i, j; k, l) and I{αβ} are called the feed-
back coefficient, control coefficient and bias current, re-
spectively. The variables u, x and y are the input, state and
output variables of the cell, respectively. Aα, Bα, Aβ and
Bβ are 3 × 3 matrices, that can be described as, for exam-
ple,
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Aα =
Aα(i, j; i − 1, j − 1) Aα(i, j; i − 1, j) Aα(i, j; i − 1, j + 1)

Aα(i, j; i, j − 1) Aα(i, j; i, j) Aα(i, j; i, j + 1)
Aα(i, j; i + 1, j − 1) Aα(i, j; i + 1, j) Aα(i, j; i + 1, j + 1)


(3)

The output equation of the cell is given as follows

yi j = 0.5(|xi j + 1| − |xi j − 1|) (4)

2.3 Discrete-time version

In the discrete-time version of the two-template CNN,
the state equations of the cells are given as follows:

1: For cell α.

xi j(t + 1) =
∑

(k,l)∈Nr (i, j)

Aα(i, j; k, l)ykl(t)

∑
(k,l)∈Nr (i, j)

Bα(i, j; k, l)ukl + Iα
(5)

2: For cell β.

xi j(t + 1) =
∑

(k,l)∈Nr (i, j)

Aβ(i, j; k, l)ykl(t)

∑
(k,l)∈Nr (i, j)

Bβ(i, j; k, l)ukl + Iβ
(6)

yi j(t) =
{

1 (xi j(t) ≥ 0)
−1 (xi j(t) < 0) (7)

3. Image Processing

In this section, five different cloning templates for im-
age processing are shown. The first three cloning templates
are for the discrete-time version and last two are for the
continuous-time version. Each processing result for each
cloning template set has a stable state. Namely, transient
states are not used in image processing in this paper. Gen-
erally, some cloning template sets utilize transient states or
repeat the image processing of a CNN. The characteristic
of the proposed system contributes to reducing the number
of combinations of cloning template sets. Additionally, the
proposed system can also be operated as a conventional
CNN. This means that many of investigations results of
conventional CNNs can be utilized in the proposed system.
The potential of the proposed system for image processing
is shown in this section.

3.1 Hole filling and noise reduction

This cloning template can process hole filling and noise
reduction at the same time. The discrete-time version de-
scribed in Sec. 2.3 is applied. The boundary condition is

(a) (b)

Fig. 2 Computer simulation of hole filling and noise re-
duction: The image size is 256 × 256, (a) Input image, (b)
Result

zero and the initial state is 1, which corresponds to black.
The cloning template is set as

Aα =


0 0.1 0

0.1 0 0.1
0 0.1 0

 , Bα =


0 0 0
0 4 0
0 0 0

 , Iα = −3.7

Aβ =


1 0 1
0 2 0
1 0 1

 , Bβ =


0 0 0
0 4 0
0 0 0

 , Iβ = −0.5

(8)

Figure 2 shows a simulation result of hole filling and
noise reduction. Some black dots are removed. Center and
right objects become gray areas where white and black dots
are placed as a checkered pattern.

3.2 Dithering and noise reduction

This cloning template can process dithering and noise
reduction at the same time. The boundary condition and
initial state are the same as described in Sect. 3.1. The
cloning template is set as

Aα =


0 0.1 0

0.1 0 0.1
0 0.1 0

 , Bα =


0 0 0
0 4 0
0 0 0

 , Iα = −3.7

Aβ =


0 0 0
0 0 0
0 0 0

 , Bβ =


−1 −1 −1
−1 9 −1
−1 −1 −1

 , Iβ = −0.5

(9)

Figure 3 shows the simulation result of dithering and
noise reduction. Some black dots are removed and the de-
tails become clear, such as the hands, camera and legs.

3.3 Edge detection

This cloning template can perform edge detection. The
boundary condition and initial state are those in Sect. 3.1.
The cloning template is set as
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(a) (b)

Fig. 3 Computer simulation of dithering and noise reduc-
tion: The image size is 256 × 256, (a) Input image, (b)
Result

(a) (b)

Fig. 4 Computer simulation of edge detection: The image
size is 256 × 256, (a) Input image, (b) Result

Aα = 0, Bα =


−1 −1 −1
−1 9 −1
−1 −1 −1

 , Iα = 0

Aβ = 0, Bβ =


−1 −1 −1
−1 9 −1
−1 −1 −1

 , Iβ = 2

(10)

Figure 4 shows the simulation result. Edges are de-
tected as white. Additionally, original objects can be rec-
ognized. Gray areas are checkered patterns.

3.4 Extraction of parts with intermediate brightness

This cloning template can extract parts with intermedi-
ate brightness. The continuous-time version described in
Sect. 2.2 is applied. The boundary condition is 1 and the
initial state is the input image. The cloning template is set
as

Aα =


2 0 2
0 2 0
2 0 2

 , Bα =


0 1 0
1 0 1
0 1 0

 , Iα = 2

Aβ =


2 1 2
1 2 1
2 1 2

 Bβ =


−1 −1 −1
−1 2 −1
−1 −1 −1

 , Iβ = −2

(11)

(a) (b)

Fig. 5 Computer simulation of extraction of parts with
intermediate brightness: The image size is 256 × 256, (a)
Input image, (b) Result

(a) (b) (c)

(d) (e) (f)

Fig. 6 Computer simulation of extraction of parts with in-
termediate brightness from a gradation image: The image
size is 256×256, (a) Input image, (b) Iα = −5 and Iβ = −6,
(c) Iα = 9 and Iβ = −1, (d) Iα = 2 and Iβ = −2, (e) Iα = 3
and Iβ = −3, (f) Iα = 4 and Iβ = −4

Figure 5 shows a simulation result of extraction of parts
with intermediate brightness. By using this cloning tem-
plate, parts with intermediate brightness are extracted as
checkered patterns.

Changing the parameters Iα and Iβ corresponds to
changing the brightness and sensitivity of the extracted
area. Namely, by increasing the values of Iα and Iβ, the
brightness of the extracted area becomes high, as shown
in Figs. 6(b) and (c). By increasing the value of Iα − Iβ,
the range of the extracted area is expanded, as shown in
Figs. 6(d)-(f).

3.5 Extraction of checkered pattern

To use the proposed two-template CNN, whose out-
put often becomes a checkered pattern, the extraction of
a checkered pattern is necessary. The following cloning
template can extract a checkered pattern.
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(a) (b)

Fig. 7 Computer simulation of extraction of a checkered
pattern: The image size is 256 × 256, (a) Input image, (b)
Result

Aα = 0, Bα =


1 −1 1
−1 1 −1
1 −1 1

 , Iα = −6

Aβ = 0, Bβ =


−1 1 −1
1 −1 1
−1 1 −1

 , Iβ = −6

(12)

Figure 7 shows a simulation result of extraction of a
checkered pattern. The input image is the same as that in
Fig. 5(b). The checkered pattern is extracted.

3.6 Demonstration of image-processing application

The extraction of parts with intermediate brightness
can be realized by combining the cloning templates de-
scribed in Sects. 3.4 and 3.5. Here, as an application,
the extraction of numbers drawn with a hard-to-distinguish
color in the background of postage stamps is demonstrated.

Numbers in postage stamps are an important feature of
stamps. However, sometimes the numbers are drawn with
a hard-to-distinguish color in the background because the
design of the postage stamps is emphasized. An algorithm
based on the conventional CNN for the extraction of num-
bers drawn with a hard-to-distinguish color has been pro-
posed by Kishida et al. [22]. In their algorithm, six or
more cloning templates are needed. Additionally, many it-
erations, the adjustment of some parameters or additional
processing is needed for the processing of some cloning
templates, and the procedure is complicated. By using the
two-template CNN, a similar result can be obtained with
much a simpler algorithm.

Figure 8 shows the extraction of numbers from the
background of a postage stamp. Figure 8(a) shows an in-
put image. Figure 8(b) shows an image with intermediate-
brightness parts (gray areas) extracted as checkered pat-
terns. Here, the cloning template in Eq. (11) with val-
ues changed to Iα = −1 and Iβ = −2.5 is applied. Fig-
ure 8(c) shows an image with the intermediate-brightness
parts from Fig. 8(b) in black, where the cloning template in
Eq. (12) was applied. By applying peel, grow and subtract

(a) (b)

(c) (d)

Fig. 8 Extraction of numbers drawn with a hard-to-
distinguish color from the background of postage stamps:
The image size is 166 × 200, (a) Input image, (b) Interme-
diate brightness parts extracted as checkered patterns, (c)
Extracted intermediate-brightness parts in black, (d) Ex-
tracted numbers after removing large black areas

templates, which are the cloning templates of the conven-
tional CNN, to Fig. 8(c), large black areas are removed.
Figure 8(d) shows that the numbers are extracted.

4. Oscillatory Phenomena

In this section, some oscillatory phenomena are shown.
On a conventional CNN with applied symmetrical-cloning
template values, oscillatory phenomena cannot be ob-
served. There are some modified CNNs that can generate
oscillatory phenomena [23] - [24]. The intentionally mod-
ification for oscillatory phenomena is applied to these sys-
tem. The proposed system is modified utilizing only two
cloning template sets. The values applied to the cloning
template are symmetric values. The structure of the pro-
posed system is interesting as a coupled oscillatory sys-
tem. Normally, a coupled oscillatory system consists of
oscillators and coupling elements. However, the proposed
system cannot be divided into oscillators and coupling ele-
ments because the elements of oscillator are shared among
each other. There are no similar systems in the field of
electronic oscillators. Couplied systems are classified into
continuous or discrete. For instance, a system of coupled
electronic oscillators is classified as a continuous-time,
continuous-valued and discrete-space system. As another
example, a coupled map lattice is classified as a discrete-
time, continuous-valued and discrete-space system. The
proposed system is not easy to classify in this way, the
space cannot be classified as continuous or discrete. The
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interesting point of the proposed system is this structure.
Some observed phenomena in the proposed system and a
basic analysis of the oscillation are shown below.

4.1 Simulation settings

In this section, synchronization, quasi-synchronization
and clustering phenomena are shown using the follow-
ing conditions. Boundary conditions are set as periodic.
Cloning templates are set as symmetrical as follows.

Aα =


−p q −p
q r q
−p q −p

 , Bα = 0, Iα = 0

Aβ =


p −q p
−q −r −q
p −q p

 , Bβ = 0 Iβ = 0

(13)

The network size is 8 × 8. The initial state is set at ran-
dom. The input values do not affect the result because
Bα = Bβ = 0.

4.2 Synchronization phenomena

Figures 9(1) and (2) show synchronization phenom-
ena. The parameters of the cloning templates are set as
p = 2, q = 4 and r = 0. These two results are ob-
tained from two different random initial states, as shown
in Figs. 9(1)(a) and (2)(a). The two results show peri-
odic oscillations. The phenomena shown in Figs. 9(1)(b)
and (2)(b) to Figs. 9(1)(j) and (2)(j), respectively, are re-
peated via transient states from the initial state, as shown
in Figs. 9(1)(a) and (2)(a). All cells are divided into
three groups. For instance, the value of cell c(1, 1) in
Fig. 9(1) (e) is synchronized with the value of cells c(3, 1),
c(1, 3), c(3, 3) and so on. This group is called Cell α1 in
this study. In the same way, the cell c(2, 2) group is called
Cell α2. All cells β are synchronized. Therefore, this group
is called Cell β. Figures 10(1) and (2) show the waveforms
of Figs. 9(1) and (2), respectively. Each group is synchro-
nized via a transient state.

A difference between the two figures is that Cell α1 and
Cell α2 are placed on opposite sides from each other. These
waves synchronize in phase. Additionally, Cells β are also
synchronized. Note that all waves synchronize in phase
and the offsets have different values.

4.3 Quasi-synchronization phenomena

Figure 11 shows quasi-synchronization phenomena.
The parameters of the cloning templates are set as p = 2,
q = 3 and r = 0. The waveforms are blurred. Addition-
ally, burst parts are observed in the center part. The snap-
shots when this burst occurred are similar to those in Fig. 9.
However, some cells are delayed temporarily. This delay
is observed as the burst.

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)
(1)

(a) (b) (c) (d) (e)

(f) (g) (h) (i) (j)
(2)

Fig. 9 Oscillatory phenomena starting from two different
initial states: p = 2, q = 4, r = 0, (a) Initial state, (b) -
(j) Snapshots, The iteration numbers of (1) are (b) 10010,
(c) 10040, (d) 10070, (e) 10100, (f) 10130, (g) 10160, (h)
10190, (i) 10210 and (j) 10240, The iteration numbers of
(2) are (b) 10080, (c) 10110, (d) 10140, (e) 10170, (f)
10200, (g) 10260, (h) 10290, (i) 10210 and (j) 10320

4.4 Clustering phenomena

Figure 12 shows clustering phenomenon. The param-
eters of the cloning templates are set as p = 3, q = 4
and r = 1. Depending on initial states, similar phenom-
ena to those shown in Figs. 10 or 11 can also be observed
for these parameters. The waveforms are divided into 16
clusters as shown in Fig. 12. Namely, the waveforms are
divided into four, which are named Cell α1, Cell α2, Cell
β1 and Cell β2, and each Cell is divided into four clusters
by phases. The difference in the phases is 90 degrees per
cluster. Each cluster consists of four Cells. These clus-
ters are divided regularly. For instance, Cell α1 − 1 in-
cludes c(1, 1), c(3, 1), c(5, 1) and c(7, 1), Cell α1 − 2 in-
cludes c(1, 3), c(3, 3), c(5, 3) and c(7, 3), Cell α1 − 3 in-
cludes c(1, 5), c(3, 5), c(5, 5) and c(7, 5) and Cell α1 − 4
includes c(1, 7), c(3, 7), c(5, 7) and c(7, 7). In the four clus-
ters of Cell α2, Cell β1 and Cell β2, the same relationships
are observed.

4.5 Analysis of oscillation

Normally, coupled oscillatory systems consist of oscil-
lators and coupling elements. Namely, an oscillator can
oscillate on its own. However, the proposed system con-
sists of two kinds of cells that cannot oscillate on their
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Cell β 

Cell α 1

Cell α 2

10

10

10

(1)

Cell β 

Cell α 1

Cell α 2

10

10

10

(2)

Fig. 10 Time series of oscillatory phenomena shown in
Figs. 9(1) and (2)

own. The elements of the oscillator are shared among each
other. Regarding this point, it is considered that the pro-
posed system is a novel oscillatory system. Additionally,
the waveforms, phases and so on of these oscillations are
influenced by the positions of the cells. For instance, the
results in Fig. 10 show that Cell α plays two roles in spite
of it being the same kind of cell in the system. Therefore,
three kinds of waveforms are observed. These phenomena
can only be observed in the proposed system. Oscillatory
phenomena cannot be observed in the conventional CNN
with the symmetry-cloning template. The observation of
oscillatory phenomena in the proposed system is also an
interesting point. In this section, the mechanism of the
scillation of the proposed system is verified.

In the proposed system, oscillatory phenomena can be
observed easily with fixed boundary conditions. However,
it is not so easy to observe oscillatory phenomena with pe-
riodic boundary conditions. The reason why it is difficult
is that the states of the proposed system basically corre-
spond to the stable state of the conventional CNN, which
is mentioned in [1]. The only difference is that two kinds of
templates are applied in the proposed system. Therefore,
the observation of oscillatory phenomena is very interest-
ing and it is considered that using two kinds of templates
causes the oscillatory phenomena.

According to the results of many computer simulations,
the minimum number of cells required to observe oscilla-
tory phenomena is four. Namely, the simplest architecture

Cell β 

Cell α 1

Cell α 2

10

10

10

Fig. 11 Quasi-synchronization including burst parts

required for an oscillation consists of four cells. In this
section, the simplest architecture shown in Fig. 13 is inves-
tigated and the mechanism of the oscillation is revealed.

The output function yi j is defined as the piecewise lin-
ear function in Eq. (4). Each region is defined as follows.

D+ ≡ {x > 1}
D0 ≡ {1 ≤ x ≤ −1}
D− ≡ {x < −1}

(14)

There are four cells, each with three regions. Conse-
quently, the number of combinations is 34 = 81, which
is too many to analyze. Hence, the regions that the orbit
pass through are investigated by computer simulation. Ta-
ble 1 shows wandering of the orbit. The parameters are set
to be the same as those in Fig. 9. The orbit passes through
regions in numerical order. When the orbit reaches the end
of No. 12, it returns to No. 1. Sometimes, Nos. 3 and 9
are skipped. The eigenvalues of these regions are derived
as shown in Table 2. In region Nos. 2, 3, 8 and 9, the or-
bit does not converge because of the eigenvalues include
a positive value. In the other regions, equilibrium points
exist outside the regions, as shown in Table 3. Therefore,
the orbit does not converge in these regions. These results
show that the system does not oscillate in one region, and a
combination of attraction to the equilibrium points of each
region generates the oscillation.

According to the result of this analysis, this system can
oscillate in the case of symmetry-cloning templates. In the
conventional CNN, symmetry-cloning templates could not
oscillate. This point is one of the important features of the
two-template CNN.

5. Conclusions

In this paper, a cellular neural network using two kinds
of cloning templates, which is a kind of modified cellular
neural networks, has been proposed and investigated. This
system can carry out more complicated processing than the
conventional CNN. Additionally, cloning templates of the
conventional CNN can be applied to this system. As appli-
cations, five different cloning templates for image process-
ing that can carry out complicated processing and a demon-
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Fig. 12 Computer simulation result in which 16 clusters
were observed

stration of an image-processing application were shown.
On the other hand, clustering phenomena of oscillations
could be observed in the case of periodic boundary con-
dition and a symmetry-cloning template. The system was
analyzed and the oscillation of the system was verified. It
is considered that these results show the potencial of the
two-template CNN.

Developing various new cloning templates, investiga-
tions of oscillatory phenomena and so forth, are our future
works.
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