In this study, a chaotic circuit suitable for an integrated circuit is proposed. The circuit consists of two CMOS ring oscillators and a pair of diodes. By using a simplified model of the circuit, the mechanism of generating chaos is explained and the exact solutions are derived. The exact expressions of the Poincaré map and its Jacobian matrix make those possible to confirm the generation of chaos using the Lyapunov exponents and to investigate the related bifurcation phenomena.

Keywords: Chaotic circuit; CMOS; ring oscillator; Lyapunov exponents.

1. Introduction

There are several possibilities of engineering applications with chaos, and they have been investigated by many researchers passionately in the past 10 years. For realizing such applications, an integration of chaotic circuits is a very important subject. The advantages of an integrated circuit are power saving and miniaturization of circuits. Further, in the case of chaos synchronization being utilized in the application, less parameter errors of circuit elements are needed. By fabricating several identical chaotic circuits on the same silicon chip, the resulting circuits are almost the same [Lozi & Chua, 1993]. This becomes more important if a large number of chaotic cells are needed to exploit several features of chaotic networks.

On the other hand, various chaotic circuits have been realized as integrated circuits [Cruz & Chua, 1992; Kanou et al., 1993; Restituro & Rodríguez, 1998; Eguchi et al., 1998]. However, because the purpose of these studies was to realize Chua’s circuit on the IC, the realized circuits have relatively complex structures, which need high integration techniques. The goal of our study is to integrate a chaotic circuit having a simple structure and a small size. One of the attractions of chaos has been that simple systems generate complex phenomena. We go back again to this attraction, namely we try to propose a simple integrated circuit generating chaos.

In this study, we propose a simple chaotic circuit suitable for integration. At first, we take note of a CMOS ring oscillator, which is one of the simplest functional circuits constructed on the chip. The oscillator consists of the odd number of CMOS inverters and is used for a CMOS process performance test. Our chaotic circuit is based on two CMOS ring oscillators and a pair of diodes. Therefore, we consider that the proposed circuit is
realized on the chip very easily. By SPICE simulations of the circuit, we can observe that the periodic orbit bifurcates to chaos via torus. In order to analyze these phenomena in detail, we derive a simplified model of the circuit. The simplified model consists of some linear functions and one piecewise-linear function. The model reveals the physical mechanism of the generation of chaos. Further, the exact solutions can be derived from the model. The exact expressions of the Poincaré map and its Jacobian matrix make those possible to confirm the generation of chaos using the Lyapunov exponents and to investigate the related bifurcation phenomena.

2. Design of Chaotic Circuit

Figure 1 shows a three-stage ring oscillator. This oscillator consists of three CMOS inverters. In the case of the CMOS performance test, many odd number of inverters are coupled and the performance is given as an oscillation frequency. Figure 2 shows SPICE simulation results of the ring oscillator in Fig. 1. Channel width of p-MOS is 60 μm and length is 4 μm and channel width of n-MOS is 20 μm and length is 4 μm, V_{dd} = 2.70 V and V_{ss} = 2.30 V. These parameters and other SPICE parameters are chosen by taking into account an implementation with 0.5 μm CMOS integrated circuit technology.

We design a chaotic circuit using the ring oscillators as shown in Fig. 3. In order to control amplitudes of oscillators, \( R_1 \) and \( R_2 \) are connected. The frequency of the upper side oscillator is controlled by \( C_1 \). Figure 4 shows SPICE simulation results of the chaotic circuit in Fig. 3. Channel width of p-MOS is 60 μm and length is 4 μm and channel width of n-MOS is 20 μm and length is 4 μm. \( V_{dd} = 2.70 \) V, \( V_{ss} = 2.30 \) V, \( R_1 = 3000 \) Ω and \( C_1 = 9.00 \) pF. We can observe that a periodic orbit (a) bifurcates to torus (b) and (c) and chaos (d) and (e). The main oscillation frequency bandwidth is about 100–250 MHz. Additionally, we have confirmed numerically that all inverters utilize their linear regions only.

Remark. In our early study, we have proposed a design methodology of chaotic circuits [Hosokawa & Nishio, 2002], namely connecting two oscillatory elements by a nonlinear resistor. The present circuit is designed according to this methodology. We consider that the result of this study supports the effectiveness of the methodology.

3. Simplified Model of Chaotic Circuit

In order to analyze the phenomena observed from the SPICE simulations, a simplified model of the
chaotic circuit is derived as two three-dimensional autonomous oscillatory circuits coupled by a pair of diodes.

Figure 5 shows how to derive a simplified model of the inverter in the ring oscillators. Exploiting the fact that all inverters operate only in their linear regions, they can be assumed to be linear elements including voltage controlled current sources. Now, we focus our attention on one inverter. All parasitic capacitors associated with the input node are connected parallel with all parasitic capacitors associated with the output node of the previous stage inverter. The input resistor is connected parallel with the output resistor of the previous stage inverter. Therefore, we can obtain the simplified inverter model as shown at the bottom in Fig. 5.

Since the pair of transistors $M1$ and $M2$ in Fig. 3 has the same characteristics as a pair of diodes shown in Fig. 6(b), we approximate their $v$–$i$ characteristics by the following three-region
Fig. 5. Deriving simplified inverter model.

Fig. 6. Pair of transistors and its $v-i$ characteristics.
By using the inverter model in Fig. 5 and the pair of diodes in Fig. 6, the simplified model can be shown as Fig. 7. The circuit equations of the simplified model are described as follows:

\[
\begin{align*}
i_d &= \begin{cases} 
\frac{1}{r_d} (v_d - V_{th}) & \text{for } v_d > V_{th}, \\
0 & \text{for } |v_d| \leq V_{th}, \\
\frac{1}{r_d} (v_d + V_{th}) & \text{for } v_d < -V_{th}.
\end{cases}
\end{align*}
\]

By substituting the normalized variables and the piecewise-linear function as shown in Fig. 6(c),

\[
\begin{align*}
\frac{dv_{a1}}{dt} &= -\frac{1}{RC} v_{a1} - \frac{G_m}{C} v_{a3}, \\
\frac{dv_{a2}}{dt} &= -\frac{1}{RC} v_{a2} - \frac{G_m}{C} v_{a1}, \\
\frac{dv_{a3}}{dt} &= -\frac{R + R_1}{RR_1(C + C_1)} v_{a3} - \frac{G_m}{C} v_{a3}, \\
\frac{dv_{k1}}{dt} &= -\frac{1}{RC} v_{k1} - \frac{G_m}{C} v_{k3}, \\
\frac{dv_{k2}}{dt} &= -\frac{1}{RC} v_{k2} - \frac{G_m}{C} v_{k1}, \\
\frac{dv_{k3}}{dt} &= -\frac{R + R_2}{RR_2C} v_{k3} - \frac{G_m}{C} v_{k3} + \frac{i_d}{C},
\end{align*}
\]

where

\[
\begin{align*}
i_d &= \begin{cases} 
\frac{1}{r_d} (v_{a3} - v_{k3} - V_{th}) & \text{for } v_{a3} - v_{k3} > V_{th}, \\
0 & \text{for } |v_{a3} - v_{k3}| \leq V_{th}, \\
\frac{1}{r_d} (v_{a3} - v_{k3} + V_{th}) & \text{for } v_{a3} - v_{k3} < -V_{th}.
\end{cases}
\end{align*}
\]

By substituting the normalized variables and the parameters;

\[
\begin{align*}
x_{str} &= \frac{v_{str}}{V_{th}}, & y_d &= \frac{R_d}{V_{th}} i_d, & \tau &= \frac{1}{RC} t, \\
\alpha &= G_m R, & \beta &= \frac{C}{C + C_1}, & \gamma &= \frac{R}{R_1}, \\
\delta &= \frac{R}{R_d}, & \varepsilon &= \frac{R}{R_2}.
\end{align*}
\]

Eqs. (2) and (3) are normalized as

\[
\begin{align*}
\dot{x}_{a1} &= -x_{a1} - \alpha x_{a3}, \\
\dot{x}_{a2} &= -x_{a2} - \alpha x_{a1}, \\
\dot{x}_{a3} &= -\beta(\gamma + 1)x_{a3} - \alpha \beta x_{a2} - \beta \delta y_d, \\
\dot{x}_{b1} &= -x_{b1} - \alpha x_{b3}, \\
\dot{x}_{b2} &= -x_{b2} - \alpha x_{b1}, \\
\dot{x}_{b3} &= -(\varepsilon + 1)x_{b3} - \alpha x_{b2} + \delta y_d,
\end{align*}
\]

where

\[
\begin{align*}
y_d &= \begin{cases} 
x_{a3} - x_{b3} - 1 & \text{for } x_{a3} - x_{b3} > 1, \\
0 & \text{for } |x_{a3} - x_{b3}| \leq 1, \\
x_{a3} - x_{b3} + 1 & \text{for } x_{a3} - x_{b3} < -1.
\end{cases}
\end{align*}
\]

4. Analysis of Simplified Model

Because the simplified model derived in the previous section is piecewise-linear, we can describe the exact expressions of the solutions, the Poincaré map and its Jacobian matrix.

4.1. Characteristic equations

We define three piecewise-linear regions as follows.

\[
\begin{align*}
R_+ &= \{(x_{a1}, x_{a2}, x_{a3}, x_{b1}, x_{b2}, x_{b3}) | x_{a3} - x_{b3} > 1\}, \\
R_0 &= \{(x_{a1}, x_{a2}, x_{a3}, x_{b1}, x_{b2}, x_{b3}) | |x_{a3} - x_{b3}| \leq 1\}, \\
R_- &= \{(x_{a1}, x_{a2}, x_{a3}, x_{b1}, x_{b2}, x_{b3}) | x_{a3} - x_{b3} < -1\}.
\end{align*}
\]
These regions correspond to the three different states of the diodes as Table 1. Note that the circuit equations in \(R_0\) are completely decoupled into two three-dimensional equations, because \(y_d = 0\). Let us consider eigenvalues in the three regions of the circuit equations in order to derive exact solutions.

The characteristic equation of the circuit equations in each linear region is given as follows:

In \(R_{\pm}\):

\[
m^6 + \{5 + \delta + \beta(1 + \gamma + \delta) + \varepsilon\}m^5 + \{10 + 4\delta + 4\varepsilon + \beta\{5 + \varepsilon + \delta(6 + \varepsilon) + \gamma(5 + \delta + \varepsilon)\}\}m^4 \\
+ [\alpha^3(1 + \beta) + 2\{5 + 3\delta + 3\varepsilon + \beta\{5 + 7\delta + 2\varepsilon + 2\delta\} + \gamma(5 + 2\delta + 2\varepsilon)\}]m^3 \\
+ [5 + 4\delta + 4\varepsilon + \alpha^3\{2 + \beta(4 + \gamma + 2\delta + \varepsilon)\} \\
+ 2\beta\{5 + 8\delta + 3\varepsilon + 3\delta\varepsilon + \gamma(5 + 3\delta + 3\varepsilon)\}]m^2 \\
+ [1 + \delta + \varepsilon + \alpha^3\{1 + \beta(5 + 2\gamma + 4\delta + 2\varepsilon)\} \\
+ \beta\{5 + 9\delta + 4\varepsilon + 4\delta\varepsilon + \gamma(5 + 4\delta + 4\varepsilon)\}]m \\
+ \beta\{1 + \alpha^6 + 2\delta + \varepsilon + \delta\varepsilon + \gamma(1 + \delta + \varepsilon) \\
+ \alpha^3(2 + \gamma + 2\delta + \varepsilon)\} = 0.
\] (8)

In \(R_0\):

For upper side circuit,

\[
m^3 + \{2 + \beta(\gamma + 1)\}m^2 + \{1 + 2\beta(\gamma + 1)\}m \\
+ \beta(\alpha^3 + \gamma + 1) = 0.
\] (9)

For lower side circuit,

\[
m^3 + (\varepsilon + 3)m^2 + (2\varepsilon + 3)m + \alpha^3 + \varepsilon + 1 = 0.
\] (10)

We can calculate the eigenvalues in each region from the characteristic equations (8)–(10).

### 4.2. Exact solutions

We consider the case that the characteristic equation (8) has two real and two pairs of complex conjugate eigenvalues and that (9) and (10) have a real and a pair of complex conjugate eigenvalues, because chaotic attractors can be observed only for such parameter values. We denote the eigenvalues in each region as follows:

- \(R_{\pm}: \lambda_{01}, \lambda_{02}, \sigma_{01} \pm j\omega_{01}, \sigma_{02} \pm j\omega_{02}\),
- \(R_0\) (upper side circuit): \(\lambda_{11}, \sigma_{11} \pm j\omega_{11}\),
- \(R_0\) (lower side circuit): \(\lambda_{12}, \sigma_{12} \pm j\omega_{12}\).

Further, we define the equilibrium points in \(R_{\pm}\) as

\[
\pm E_0 = [\pm E_{a1} \pm E_{a2} \pm E_{a3} \pm E_{b1} \pm E_{b2} \pm E_{b3}]^T.
\] (11)

These values are calculated by making the right-hand side of Eq. (5) to be equal to zero. The equilibrium point in \(R_0\) is the origin.

Then, we can describe the exact solutions in each linear region as follows.

In \(R_{\pm}\):

\[
x(\tau) \mp E_0 = F(\tau) \cdot F^{-1}(0) \cdot (x(0) \mp E_0),
\]

where

\[
x(\tau) = [x_{a1}(\tau) \ x_{a2}(\tau) \ x_{a3}(\tau) \ x_{b1}(\tau) \\
x_{b2}(\tau) \ x_{b3}(\tau)]^T,
\]

\[
F(\tau) = [f_{a1}(\tau) \ f_{a2}(\tau) \ f_{a3}(\tau) \ f_{b1}(\tau) \\
f_{b2}(\tau) \ f_{b3}(\tau)]^T,
\]

\[
f_{a2}(\tau) = [e^{\alpha_{a1}\tau} \ e^{\alpha_{a2}\tau} \ e^{\alpha_{a3}\tau} \cos \omega_{a1}\tau \\
e^{\alpha_{b1}\tau} \sin \omega_{a1}\tau \ e^{\alpha_{b2}\tau} \cos \omega_{b2}\tau \\
e^{\alpha_{b3}\tau} \sin \omega_{b3}\tau]^T,
\]

\[
f_{a1}(\tau) = -\frac{1}{\alpha} \left( \frac{df_{a2}(\tau)}{d\tau} + f_{a2}(\tau) \right),
\]

\[
f_{a3}(\tau) = -\frac{1}{\alpha} \left( \frac{df_{a1}(\tau)}{d\tau} + f_{a1}(\tau) \right),
\]

\[
f_{b3}(\tau) = \frac{1}{\beta \delta} \left( \frac{df_{b3}(\tau)}{d\tau} + \frac{\gamma + \delta + 1}{\delta} f_{a3}(\tau) + \frac{\alpha}{\delta} f_{a2}(\tau) \right),
\]

\[
f_{b2}(\tau) = -\frac{df_{b2}(\tau)}{d\tau} - \frac{\delta + \varepsilon + 1}{\alpha} f_{b3}(\tau) + \frac{\delta}{\alpha} f_{a3}(\tau),
\]

\[
f_{b1}(\tau) = -\frac{1}{\alpha} \left( \frac{df_{b1}(\tau)}{d\tau} + f_{b2}(\tau) \right).
\] (12)
In \( R_0 \):
\[
\begin{align*}
\mathbf{x}_a(\tau) &= \mathbf{G}_a(\tau) \cdot \mathbf{x}_a(0), \\
\mathbf{x}_b(\tau) &= \mathbf{G}_b(\tau) \cdot \mathbf{x}_b(0),
\end{align*}
\]
where
\[
\begin{align*}
\mathbf{x}_a(\tau) &= [x_{a1}(\tau) \quad x_{a2}(\tau) \quad x_{a3}(\tau)]^T, \\
\mathbf{x}_b(\tau) &= [x_{b1}(\tau) \quad x_{b2}(\tau) \quad x_{b3}(\tau)]^T, \\
\mathbf{G}_a(\tau) &= [g_{a1}(\tau) \quad g_{a2}(\tau) \quad g_{a3}(\tau)]^T, \\
\mathbf{G}_b(\tau) &= [g_{b1}(\tau) \quad g_{b2}(\tau) \quad g_{b3}(\tau)]^T,
\end{align*}
\]

\[
g_{a1}(\tau) = -\frac{1}{\alpha} \left( \frac{dg_{a2}(\tau)}{d\tau} + g_{a2}(\tau) \right),
\]
\[
g_{a3}(\tau) = -\frac{1}{\alpha} \left( \frac{dg_{a1}(\tau)}{d\tau} + g_{a1}(\tau) \right),
\]
\[
g_{b1}(\tau) = -\frac{1}{\alpha} \left( \frac{dg_{b2}(\tau)}{d\tau} + g_{b2}(\tau) \right),
\]
\[
g_{b3}(\tau) = -\frac{1}{\alpha} \left( \frac{dg_{b1}(\tau)}{d\tau} + g_{b1}(\tau) \right).
\]

\[\text{(13)}\]

### 4.3. Poincaré map

In order to confirm the generation of chaos and to investigate the related bifurcation scenario, we derive the Poincaré map. Let us define the following subspace
\[
\mathbf{S} = \mathbf{S}_1 \cap \mathbf{S}_2
\]
where
\[
\begin{align*}
\mathbf{S}_1: x_{a3} - x_{b3} &= 1 \\
\mathbf{S}_2: \alpha \beta x_{a2} + \beta (\gamma + 1)x_{a3} - \alpha x_{b2} \\
&- (\varepsilon + 1)x_{b3} < 0.
\end{align*}
\]

The subspace \( \mathbf{S}_1 \) corresponds to the boundary condition between \( \mathbf{R}_+ \) and \( \mathbf{R}_0 \), while the subspace \( \mathbf{S}_2 \) corresponds to the condition \( \dot{x}_{a3} - \dot{x}_{b3} > 0 \). Namely, \( \mathbf{S} \) corresponds to the transitional condition from \( \mathbf{R}_0 \) to \( \mathbf{R}_+ \). Let us consider the solution starting from an initial point on \( \mathbf{S} \). The solution returns back to \( \mathbf{S} \) again after wandering several subspaces as shown in Fig. 8. Hence, we can derive the Poincaré map as follows:
\[
\mathbf{T}: \mathbf{S} \rightarrow \mathbf{S}, \quad \mathbf{x}_0 \mapsto \mathbf{T}(\mathbf{x}_0),
\]
where \( \mathbf{x}_0 \) is an initial point on \( \mathbf{S} \), while \( \mathbf{T}(\mathbf{x}_0) \) is the point at which the solution starting from \( \mathbf{x}_0 \) hits \( \mathbf{S} \) again. The Poincaré map can be represented as a composite map of the submaps \( \mathbf{T}_1, \mathbf{T}_2 \cdots \mathbf{T}_6 \) in Fig. 8, which correspond to the route of the solution.

As an example, let us derive the Poincaré map for the case that the solution starting from \( \mathbf{S} \) returns back to \( \mathbf{S} \) again via the regions \( \mathbf{R}_+ \) and \( \mathbf{R}_0 \). In this case, the Poincaré map can be obtained as
\[
\mathbf{T} = \mathbf{T}_2 \circ \mathbf{T}_1.
\]

Each submap can be given as follows. Suppose that the solution starts from
\[
\mathbf{x}_0 = (X_{a10}, X_{a20}, X_{a30}, X_{b10}, X_{b20}, X_{a30} - 1)
\]
at \( \tau = 0 \) and that it hits \( \mathbf{S}_1 \) and enters \( \mathbf{R}_0 \) at
\[
\mathbf{x}_1 = (X_{a11}, X_{a21}, X_{a31}, X_{b11}, X_{b21}, X_{a31} - 1)
\]
at \( \tau = \tau_1 \). In this case, \( \mathbf{x}_1 \) is given by
\[
\begin{bmatrix}
X_{a11} - E_{a1} \\
X_{a21} - E_{a2} \\
X_{a31} - E_{a3} \\
X_{b11} - E_{b1} \\
X_{b21} - E_{b2} \\
X_{a31} - 1 - E_{b3}
\end{bmatrix} = \mathbf{F}(\tau_1) \cdot \mathbf{F}^{-1}(0) \cdot \begin{bmatrix}
X_{a10} - E_{a1} \\
X_{a20} - E_{a2} \\
X_{a30} - E_{a3} \\
X_{b10} - E_{b1} \\
X_{b20} - E_{b2} \\
X_{a30} - 1 - E_{b3}
\end{bmatrix}
\]
\[\text{(18)}\]

where \( \tau_1 \) is obtained by solving the third and sixth rows of Eq. (18). We can calculate the submap
Further, suppose that the solution hits \( \mathbf{S} \) again at \( x_2 = (X_{a12}, X_{a22}, X_{a32}, X_{b12}, X_{b22}, X_{a32} - 1) \) at \( \tau = \tau_1 + \tau_2 \). In this case, \( x_2 \) is given by

\[
\begin{bmatrix}
X_{a12} \\
X_{a22} \\
X_{a32} \\
X_{b12} \\
X_{b22} \\
X_{a32} - 1
\end{bmatrix} = \mathbf{G}_b(\tau_2) \cdot \mathbf{G}_b^{-1}(0) \cdot \begin{bmatrix}
X_{a11} \\
X_{a21} \\
X_{a31} \\
X_{b11} \\
X_{b21} \\
X_{a31} - 1
\end{bmatrix}
\]

where \( \tau_2 \) is obtained by solving the third and sixth rows of Eq. (20). We can calculate the submap \( \mathbf{T}_2 \) as

\[
x_2 = \mathbf{T}_2(x_1)
\]

In the same way, we can derive the other composite maps.

### 4.4. Lyapunov exponents

The Jacobian matrix \( \mathbf{D} \mathbf{T} \) of the Poincaré map can be also derived as a product of the Jacobian matrices of the submaps corresponding to the route of the solution. As an example, we show the Jacobian matrix of the above Poincaré map \( \mathbf{T} = \mathbf{T}_2 \circ \mathbf{T}_1 \).

\[
\mathbf{D} \mathbf{T} = \mathbf{D} \mathbf{T}_2 \cdot \mathbf{D} \mathbf{T}_1.
\]

where

\[
A_1 = -\alpha \beta X_{a21} + \{ -\beta(\gamma + 1) + \varepsilon + 1 \} X_{a31} + \alpha X_{b21} - \varepsilon - 1.
\]
Fig. 9. Projection of attractors onto $x_a3-x_b3$ plane (left) and their Poincaré maps (right). $\alpha = 4.0$, $\beta = 0.1$, $\gamma = 5.0$ and $\delta = 50$. (a) $\varepsilon = 10.0$. (b) $\varepsilon = 3.30$. (c) $\varepsilon = 3.05$. (d) $\varepsilon = 2.90$. (e) $\varepsilon = 2.75$. (f) $\varepsilon = 2.66$. (g) $\varepsilon = 2.57$. (h) $\varepsilon = 2.40$. 
Fig. 9 (Continued)
where
\[
G(\tau) = [G_a(\tau)^T \quad G_b(\tau)^T]^T, \tag{26}
\]
\[
A_2 = -\alpha \beta X_{a22} + \{-\beta(\gamma + 1) + \varepsilon + 1\} X_{a32}
+ \alpha X_{b22} - \varepsilon - 1. \tag{27}
\]

By using the Jacobian Matrix, we can calculate the largest Lyapunov exponent;
\[
\mu = \lim_{N \to \infty} \frac{1}{N} \sum_{j=1}^{N} \log |DT(j) \cdot e(j)| \tag{28}
\]
where \(e(j)\) is a normalized basis.

5. Computer Calculated Results

Figure 9 (left) shows the projections of attractors onto \(x_{a3} - x_{b3}\) plane obtained by calculating Eqs. (12) and (13). We can say that these results are similar to the SPICE simulation results in Fig. 4. Namely, the simplified model in Sec. 3 does not lose important features of the original circuit related with the generation of chaotic behavior. This means that the ring oscillators in the original circuit behave as simple divergently oscillating parts, and only the nonlinearity of the pair of diodes controls the amplitude. In other words, the ring oscillators play a role of expanding, while the coupling diodes play a role of folding. These two features, expanding and folding, are known as the essence of generating chaos.
The Poincaré maps are shown in Fig. 9 (right). One-periodic orbit (a) bifurcates to torus (b) around $\varepsilon = 3.50$. Periodic window (c) can be observed in the torus region. As $\varepsilon$ decreases, torus grows (d) and starts to break down (e) and (f). From the shape of the Poincaré maps, we can estimate that attractors in (g) and (h) are chaos.

One-parameter bifurcation diagram and the calculated largest Lyapunov exponent are shown in Figs. 10(a) and 10(b), respectively. The control parameter is $\varepsilon$ and the other parameters are fixed. As shown in Fig. 10, the Lyapunov exponent takes positive values for a relatively wide range of $\varepsilon$. Hence, the proposed circuit can be said to generate chaos. Moreover, we can describe the detailed bifurcation scenario as follows. For $3.15 < \varepsilon < 3.50$, torus appears. We observed a large number of phase-locked states in this torus region. However, we cannot see the states in the diagram, because the parameter interval corresponding to each phase-locked state is not so large. For $2.95 < \varepsilon < 3.15$, a large window corresponding to the periodic orbit in Fig. 9(c) is observed. For $2.57 < \varepsilon < 2.95$, the largest Lyapunov exponent becomes positive occasionally though the attractor looks like torus. We consider that chaos via folded-torus appears in this interval [Inaba & Mori, 1992]. For $2.57 > \varepsilon$, chaotic attractors can be observed for almost parameter values. We have also confirmed that a lot of small periodic windows are embedded in the chaotic region.

6. Conclusions

In this study, we have proposed a very simple chaotic circuit using CMOS ring oscillators. By using a simplified model, the exact solutions of the circuit were derived. We calculated the Lyapunov exponents and confirmed the generation of chaos. Further, we investigated the related bifurcation phenomena.

The simplified model revealed the physical mechanism of the generation of chaos. Namely, the ring oscillators play a role of expanding and the coupling diodes play a role of folding, which are known as the essence of generating chaos.

Because we chose the circuit parameters and other SPICE parameters as taking into account an implementation with 0.5 $\mu$m CMOS integrated circuit technology, we believe that the proposed circuit can be realized on IC chip easily.
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