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Feature Extraction of Postage Stamps Using an

lterative Approach of CNN

Jun KISHIDA', Student Member, Csaba REKECZKY'!, Yoshifumi NISHIO',

SUMMARY In this article, a new analogic CNN algorithm
to extract features of postage stamps in gray-scale images is in-
troduced. The Gradient Controlled Diffusion method plays an
important role in the approach. In our algorithm, it is used
for smoothing and separating Arabic figures drawn with a color
which is similar to the background color. We extract Arabic fig-
ures in postage stamps by combining Gradient Controlled Dif-
fusion with nearest neighbor linear CNN template and logic op-
erations. Applying the feature extraction algorithm to different
test images it has been verified that it is also effective in complex
segmentation problems.
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1. Introduction

Analogical neural networks have generally been devel-
oped on the basis of the experimental results obtained
from studying the operation of the human nervous sys-
tem in complex decisions and classification problems.
In these networks asynchronous analog parallel signal
processing in continuous-time is combined with local
or global logical interaction of the network elements.
Cellular neural networks (CINNs) were introduced
by Chua and Yang in 1988[1],[2]. Since then the
rapidly growing field of CNNs evolved to a general
computational paradigm[3] and a universal hardware
architecture has been designed, called the CNN Uni-
versal Machine (CNN UM)[4]. In cellular neural
networks, nonlinear information-processing elements
called cells are arranged regularly on a two or three-
dimensional grid. Each cell is interconnected only to
its neighbors and the cells that are not directly con-
nected can affect each other indirectly through prop-
agation effect. The connection pattern of all cells is
translation-invariant throughout the network at any cell
and is called cloning template. The operation of cellu-
lar neural networks is determined by the cloning tem-
plates. A cell consists of a linear capacitor, linear re-
sistors and nonlinear voltage controlled current sources.
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Since the structure of cellular neural networks resembles
the structure of the vertebrate retina, it has been widely
recognized that are appropriate for solving various im-
age processing tasks[5]—[9].

Applications in image processing using cellular
neural networks have many varieties. Binary image pro-
cessing has been researched for a long time. At present,
gray-scale image processing has become important and
is researched actively in various fields. Up to now, en-
hancement of X-ray mammograms|[8], recognition of
bank-notes [9], image compression and restoration[5]
and others have been formulated as CNN analogic al-
gorithms. Feature extraction is the process of finding a
predefined “FEATURE” in input images, (e.g. whether
they have junctions, concave forms, end points and so
on,) and it is a significant task in image processing. In
these problems, traditional feature extraction methods
such as simple thresholding can be used to extract only
a “dark part” above a given threshold. However, the
dark part does not always contain the most important
characteristics of images. For example, Arabic figures
in postage stamps are the most important factors char-
acterizing postage stamps. However, Arabic figures are
sometimes drawn with a color which is similar to the
background color, while the picture is drawn in a no-
ticeable dark color in the center. This is one of the
major difficulties in developing systems capable of clas-
sifying prices of postage stamps.

In this study, we synthesize an analogic CNN algo-
rithm to extract Arabic figures in postage stamps drawn
with a color which is similar to the background. The
Gradient Controlled Diffusion method plays an impor-
tant role in our approach. This method is discussed
in[10],[11] and can be found in[12]. It simulates a
simpler form of the anisotropic diffusion and has been
reported to be effective for smoothing noise while pre-
serving edges and the image structure. In our algorithm,
it 1s used for smoothing and separating Arabic figures
drawn with a color which is similar to the background.
We extract Arabic figures in postage stamps by combin-
ing Gradient Controlled Diffusion with nearest neigh-
bor linear CNN template and logic operations. This
way we synthesize an analogic CNN algorithm that
can operate in the environment of the first gray-scale
input-output CNN Universal Chips. We apply the fea-
ture extraction algorithm to some test images and verify
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that the algorithm is effective even in the case of very
complex problems. We consider that the proposed al-
gorithm could be utilized to classify Arabic figures in
postage stamps or to distinguish used stamps from un-
used ones.

2. Image Processing Using Various CNN Templates

The operation of CNN is determined by a cloning tem-
plate corresponding to the weight of cell interconnec-
tions. We can execute various image processing methods
using translation-invariant CNN templates. The basic
CNN equation is shown as follows.
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Where R = 1], and C = 1 [F] throughout this paper.

In this section, we introduce and analyze several
templates proposed in Ref.[12] useful in image pro-
cessing and show how they process different gray-scale
images.

2.1 DIFFUSION Template

This template was obtained from the two-dimensional
heat conduction equation and executes the heat-
diffusion. The template is represented as Eq.(3). As
the running time of this template is increased, the im-
age becomes more and more blurred. An example of
simulation results is shown in Fig. 1.

[ 0.1 015 0.1
A=1015 0 0.15
| 0.1 015 0.1
[0 0 0O
B=|0 00
|0 0 0
I=0. (3)
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(a) (b)

Fig. 1 Example of simulation results using the DIFFUSION
template. Running time = 10. (a) Input image. (b) Output
image.

b

Vuij— Vukl

Fig. 2 Nonlinear characteristic of the B term in GRADIENT
template.

Remark 1: In analog CNNs, the diffusion template A
in Eq.(3) has a very fast diffusion rate. Thus, we must
control the diffusion for real applications. We are de-
veloping templates to solve the problem. For example,
we have reported that the following template can con-
trol the diffused area for the image processing of X-ray
images[13].

[ 0.1 015 0.1 ]
A=1]1015 0 015
| 01 015 0.1 |
01 015 0.1 ]
B=|015 0 0.15
| 01 015 01 |
I=0. 4

2.2 GRADIENT Template

This template finds the location where the gradient ap-
proximated by the sum of difference values of the field
is higher than a given threshold value. This template is
represented as Eq.(5) and has a B term with the non-
linear characteristic shown in Fig.2. An example of
simulation results is shown in Fig. 3.

000
A=1]1010
00 0
(b b b
B=1]b 0 b
bbb
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(b)

Fig. 3 Example of simulation results using the GRADIENT
template. I = —1.0. (a) Input image. (b) Output image.

(@

Fig. 4 Example of simulation results using the THRESHOLD
template. I = —0.2. (a) Input image. (b) Output image.

I=—t (5)

2.3 THRESHOLD Template

This template executes a thresholding process. The
template is represented as Eq.(6). Pixels with inten-
sity greater than ¢ will become black, while the others
will become white. An example of simulation results is
shown in Fig. 4.

0 00
A=1]10 20
| 0 0 0 |
[0 0 0]
B=1]10 00
| 0 0 0 |
I'=—t (-1<t<1) (6)

3. Feature Extraction of Postage Stamps

First we will explain “Gradient Controlled Diffusion”
proposed in Ref.[12] that plays an important role in
this system. The flow-chart of the algorithm is shown
in Fig.5. This algorithm simulates a simpler form of
anisotropic diffusion and it is used for smoothing noise
while preserving edges and the image structure. Gradi-
ent Controlled Diffusion smooths regions of the image
having little difference in shade from its neighborhood
while preserving regions where the gradient is larger
than a given threshold. The part drawn with a color
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which is similar to the background color is smoothed
and separated in color from the background using this
algorithm. So we expected that the feature can be ex-
tracted by subtracting the image smoothed by Gradient
Controlled Diffusion from the original one.
According to this idea, we synthesized the al-
gorithm for feature extraction shown in Fig.6. Let
us explain this algorithm according to the flow-chart.
Template values and general parameters are shown in
(Fig.5) for the input image demonstrated in Fig.7.

e The region with a color which is similar to the
background color is significantly smoothed in the
input image by the process of Gradient Controlled
Diffusion and we obtain the smoothed image. The
Arabic figure of the input image shown in Fig. 7 (a)
is also smoothed (Fig. 7 (b)).

e The input image and the smoothed image are con-
verted to black-and-white images 1 and 2 respec-
tively by means of a thresholding process (Fig. 7 (c)
and Fig7(d)).

e Subtracting black-and-white image 1 from 2, we
obtain an image whose feature are enhanced
(Fig.7(e)). The pixel values of the output image
must be 41 (black), —1 (white), or 0 (gray).

e Apain we execute the thresholding template and
obtain an image whose features are extracted. We
see the Arabic figures in the output (Fig. 7 (f)).

We will demonstrate this algorithm for other exam-
ples. First we apply the algorithm to a stamp in which
flowers are drawn. The result of the simulation is shown
in Fig.8. Although the Arabic figures lose their shape
slightly, they are extracted.

The next example is a stamp in which a cat is
drawn. The result of the simulation is shown in Fig.9.
In this case, not only Arabic figures but also the cat’s
paws and tail are extracted. The reason for that, is
because their shade and thickness resemble the Arabic
figures.

When we use the image shown in Fig.10(a) as
an input, not only Arabic figures but also some black
patches and dots are extracted as with example 3. In
this case we can remove the black patches and dots by
means of methods that are similar to those proposed in
Ref.[9]. The algorithm finds the holes (e.g. in the num-
ber “0”) using UNPEEL and HOLE-FILL templates
and from the number “0” recalls the Arabic figures us-
ing PATCHMAKER and RECALL templates. UN-
PEEL, HOLE-FILL, PATCHMAKER and RECALL
templates are represented as Eqs. (7), (8), (9) and (10),
respectively. As a result we obtain the images shown in
Figs. 11 and 12. The templates used in the classifying
analogic CNN algorithm are as follows.
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l—' GREY-SCALE IMAGE
iteration: 10 | diffusion template 1 diffusion template 2{ iteration: 5

I=-04 | gradient template -

EDGE MAP HIGH-PASSED IMAGE

BN

. UNSHARP MASKED IMAGE
( time step: 0.3 ) |

Fig. 5 Flow-chart of the Gradient Controlled Diffusion algorithm.

ORIGINAL

GREY-SCALE IMAGE -—ﬁ

I GRADIENT CONTROLLED DIFFUSION | iteration: 3

l

SMOOTHED IMAGE

f

threshold template 1 | I=0 threshold template 2 =0

|

BLACK-AND-WHITE IMAGE 1 BLACK-AND-WHITE IMAGE 2

I_,Q_J

FEATURE ENHANCEMENT

diffusion template | iteration: 5

threshold template 3 =-1

(time step: 0.1 )

FEATURE EXTRACTION

Fig. 6 Flow-chart of the feature extracting algorithm.
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(a)
(b)

Fig. 9
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(b)

Example 3. (a) Input image. (b) Output image.

(b)

Fig. 10 Example 4. (a) Input image. (b) Output image.

(d)
(a)
L. A4
. o T
© 0 |
Fig. 7 Example I. (a) Input image. (b) Smoothed image. (c)

43

Black-and-white image 1. (d) Black-and-white image 2. (e) En- (a)
hancement of the features. (f) Extraction of the features.

Fig. 11

(b)

Results when applying the “noise removal” algorithm
to example 3. (a) Input image. (b) Output image.

50

: 50'
¥ f.— o
4
N o
(v) iy
(a)

Fig. 8 Example 2. (a) Input image. (b) Output image.

(b)

Fig. 12 Results when applying the “noise removal” algorithm

to example 4. (a) Input image. (b) Output image.



1746

e UNPEEL template

[0 0 0
A=10 2 0
|0 00
[0 03 0
B=1|03 0 03
| 0 03 0
I =2 (7N
e HOLE-FILL template
0 1 017
A=1|1 2 1
| 0 1 0 |
[0 0 07
B=1]10 40
|0 0 0|
I=-1. (8)

010
A=11 21
|0 1 0|
[0 0 0]
B=10 2 0
| 0 0 0
I =45. 9

e RECALL template

[ 05 05 05
A=105 4 05
| 0.5 05 05
[0 0 0
B=1|0 4 0
|0 0 0
I =25. (10)

4. Conclusions

In this study, we synthesized an analogic CNN algo-
rithm capable of extracting information that is hard
to be recognized in the images. The algorithm com-
bines the Gradient Controlled Diffusion with simple
CNN template operations and uses only nearest neigh-
bor interactions. We have carried out tests using differ-
ent intensity images. In the first and second examples,
only Arabic figures were extracted. However, in the
third and fourth examples, not only Arabic figures but
also some black patches and dots remained. It has been
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shown that completing the main algorithm with addi-
tional templates a satisfactory segmentation and clas-
sification can be achieved even in the case of complex
problems.

The main question of the future research is how
to improve the algorithm to make it capable of distin-
guishing Arabic and other types of figures. Moreover,
we intend to generalize the system to classify prices of
postage stamps and distinguish used and unused stamps
by means of examination for the presence of a postmark.
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