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Image recognition by deep learning is used in various fields. An automatic drive vehicle uses
image recognition by deep learning when it avoids dangers. In this way, it is important for a
machine to use image recognition by deep learning. Drones are also recently used in various fields.
Then image recognition by deep learning is becoming important for that drones fly safely. There-
fore, we used YOLOv3 [1]-[3] for drones to fly safely. It is a popular object detection algorithm.
However, standing people in overhead images from the view of drones are not able to be recognized
by using YOLOv3. So, Convolutional Neural Network (CNN) needs more images from overhead,
but it’s difficult to obtain many images from overhead.

In this study, we investigate the prediction of the depth of some objects, such humans and
cars in overhead images with Fully Convolutional Residual Networks (FCRN) [4]. This system
can predict depth of images taken by a monocular camera. Depth prediction images from FCRN
have 3D data, so CNN can obtain more data from them than 2D images. Also, we process RGB
images into edge extraction images by using OpenCV. In this way, we try to get high accuracies
with few images. We classify the images of a human and a car which are composed of depth
prediction images and edge extraction images, blended images by using CNN in Fig. 1. We aim at
differentiating human or other objects. We investigate learning and test accuracies of the image
classification with some traing data sets. We make four training data sets in Fig. 2, and compare
thier test accuracies. First data set has 200 RGB images. Second data set has 100 RGB images
and 100 depth prediction images. Third data set has 100 RGB images and 100 edge extraction
images. Forth data set has 100 imgages blended by a RGB image and a depth prediction image,
and 100 images blended by a RGB image and an edge extraction image.
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Figure 1: Structure of CNN.
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Figure 2: Images of a human from overhead.
(a) A RGB image.
(b) A depth prediction image.
(c) An edge extraction image.
(d) A image blended by a RGB image and a depth prediction image.
(e) A image blended by a RGB image and an edge extraction image.
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