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Clustering is a popular data analysis technique used for data analysis, image analysis,

data mining and the other fields of science and engineering. The goal of clustering is to

find homogeneous groups of data points in a data set. Each group is called a cluster and

is characterized by the fact that objects belonging to the same group are more similar

than objects belonging to different groups. The K-means algorithm is one of the most

famous clustering methods. It is used if the number of clusters is known and the clusters

tend to be spherical. The goal of the method is to find K cluster centers and assign

each object to the closest cluster center such that the sum of the squared distances

between the objects and the corresponding cluster centers is minimal. This means that

the K-means clustering problem is an optimization problem.

Senthilnath et al. [1] proposed an algorithm that used the firefly algorithm for K-

means clustering (KMFA). Numerical experiments have indicated that this algorithm

is more efficient algorithm than the standard algorithm or other optimization heuris-

tics. The firefly algorithm (FA) has been proposed by Yang in 2007 and is based on

the idealized behavior of the flashing characteristics of fireflies [2–4]. FA is an efficient

optimization algorithm because it has a deterministic component and a random compo-

nent. Almost all algorithms having only the deterministic component are local search

algorithms, for which there is a risk of being trapped in a local optimum. However, the

random component makes it possible to escape from such a local optimum.

In this paper, we propose a new clustering algorithm that combines K-means clus-

tering and improved firefly algorithm (KMIFA). In our proposed algorithm, each firefly

has its own value of α(t):

α(t)i = λi

(
10−4

0.9

)t/tmax

. (1)
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In the case of firefly i, if the assignment of all objects does not change, the value of λi

decreases. We set all initial values of λ to 1.0 when initializing the population of fireflies

and define the minimum value of λ is 0.

λi =





λold
i − V , the assignment does not change

λold
i , otherwise

(2)

The parameter V is a predefined value. At the beginning of the search, all fireflies move

with a relatively strong random influence. Hence, they can more easily escape from local

optima. As the number of iterations increases, the firefly tends to converge. We compare

the conventional K-means algorithm, KMFA and our proposed algorithm KMIFA using

several data models that have several spherical clusters. These experiments indicate that

our algorithm is more efficient than the other algorithms.
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