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Abstract

Time series classification is an important and challenging
problem in data analysis. Recently, time series analysis us-
ing neural networks (NN) has attracted much attention. How-
ever, the analysis of time series data with complex oscilla-
tions is difficult. Therefore, it is important to search for ef-
fective features of the data. In this study, we transform the
dimensionality of the data and search for features suitable for
NN classification. The effect of the appropriate dimension on
classification accuracy and the characteristics of the data are
being investigated.

1. Introduction

In recent years, there has been a great deal of research on
the analysis of time series data. This real-world data has var-
ious characteristics, such as not only periodic oscillation but
also random oscillation. Among them, chaos theory deals
with data that obey deterministic laws. However, in order to
observe chaos, it is necessary to transform the data. One of
the methods is the time-delay coordinate system, which is a
kind of chaos theory [1]. Using this method, one dimensional
data (1d-data) can be transformed into multi-dimensional data
called attractors. Many phenomena in the real world are rep-
resented by attractors, which can be treated as mathematical
models. Attractors are also applied to systems, physical phe-
nomena, and economic phenomena in the living body [2]. In
recent years, there is a lot of research on time series data anal-
ysis using neural networks (NN) such as 1-dimensional con-
volutional neural networks (1d-CNN) and recurrent neural
networks (RNN). The advantage of NN is that they can cap-
ture features by themselves. However, even with these mod-
els, it is difficult to learn numerical and time-series features
of time series data with very complex oscillations. There-
fore, data preprocessing is important in NN. In this research,
the data are extended to multi-dimensional data using a time-
delay coordinate system and compressed to 1d-data using a
dimensionality reduction method. The goal is to find features
that are easy for NN to learn from time series data with com-
plex oscillations by selecting the optimal dimension.

2. Convolutional Neural Network

Convolutional Neural Network (CNN) is one of the NN
and is mainly used in image recognition [3]. In 1982,
Fukushima and Miyake proposed ”New Recognition TRON”,
the predecessor network of CNN [4]. However, CNN are re-
quired high computational power. To compensate for these
shortcomings, in 2015, Kiranyaz proposed the first com-
pact and adaptive 1d-CNN that works directly with patient-
specific ECG data [5]. Today, 1d-CNN have quickly achieved
state-of-the-art performance levels in several applications
such as biomedical data classification and early diagnosis,
structural health monitoring, anomaly detection and identi-
fication in power electronics and electrical [6]-[8]. CNN
is a model with a hierarchical structure that overlaps layers
called convolutional layers, and the accuracy has been im-
proved by deepening this hierarchical structure. In 1998, Le
Cun Laba LeNet-5 has five layers. Categorizing handwritten
characters using CNN. In 2012, eight-layer AlexNet won the
ILSVRC image classification competition In the 2014 com-
petition, VGG Net 19. GoogleNet 22 layers have been lay-
ered to further improve accuracy. In the 2015 competition,
the Residual Network (ResNet) layered 152 layers and won
the competition of the year. Now ResNet is popular as one
of the standard CNN models [9]. In this study, 1d-ResNet is
used for time series classification.

Figure 1: An example of CNN structure.
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3. Dataset

The UCR repository [10] data used in this study is the
EMG (EMG) of hand movements [11]. The participants were
asked to repeat the following three movements, which are
considered basic hand movements. Data (a) is an action for
grasping with the palm of the hand. Data (b) are movements
for holding thin and flat objects. Data (c) is for holding a
cylindrical tool. An example of the EMG time series data for
these three movements is shown in Fig. 2.

Figure 2: Three hand movements.

4. Proposed Method

In this study, we propose a method of feature translation for
using multidimensional features of time series data. Figure 3
shows the flow of the proposed method of this study.

1. Calculate the optimal dimension.

2. Transformed into three dimensional attractor.

3. Compressed to extract the necessary features.

Figure 3: Procedure of the proposed method.

4.1 Attractor construction
Time-delayed coordinate systems are commonly known as

dimensional dilation methods by Takens ’Embedding The-
orem. It is a method of dilation of dimensions. Let the value
of the data at a certain time be x(n). Further, let the value of
time delay be τ . This system is represented by Eq. (1) and is
shown in Fig. 4 [12]. In this study, we extended the data to
three dimensions.

f(x) = [x(n), x(n + τ), x(n + 2τ) ...] (1)

Figure 4: Time delay coordinate system.

4.2 False Nearest Neighbor
The attractor has arbitrary values of dimension D and time

delay τ . By setting each of these to an appropriate value, it is
possible to extract chaotic features. This study calculates the
optimal dimension D using False Nearest Neighbor (FNN).
　 The basic idea underlying the estimation of embedding di-
mension using FNN was proposed by Kennel. Suppose two
data points in the one-dimensional time series are close to-
gether then they are neighbors. Their difference in magnitude
provides us with the distance of those neighbors. If we embed
the time series once using some time delay τ , then we can use
the coordinates of those data points to examine whether the
distance between them has changed appreciably. If embed-
ding changes the distance between the neighbors appreciably,
then they are dubbed false neighbors, and this indicates that
the data need to be embedded further. Usually, this method
requires a threshold, but Cao’s proposed averaging method
does not threshold [13].

E1(τ) =
Ea(τ + 1)

Ea(τ)
(2)

Eb(τ) =
1

N − τ + 1

N−τ∑

t=0

b(t, τ) (3)

A point that satisfies either of these two Eq. (2) and Eq. (3)
are an FNN. we choose a value for D at the point where the
number of FNN drops to 0, or subsequent embeddings do
not change the number of FNN or the point before which the
number of FNN starts to increase again.
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4.3 Dimensionality reduction
Dimensionality reduction refers to the reduction of high-

dimensional feature vectors to low-dimensional vectors while
retaining the distribution information of the original dataset.
The procedure of Principal Component Analysis (PCA)
method is shown in the following steps.

1. Determine the axis that can maximize the variance

2. Determine the axis of the second that is orthogonal to
the first

3. Get the subspace as eigenvectors by singular value de-
composition

4. Compute lower-dimensional embedding

PCA is one of the most widely used low-dimensional em-
bedding methods. As the name implies, it is an algorithm
that searches for the important element principal component
in the observed data.

5. Verification Structure

In this study, the 1d-ResNet is used for classification
model.

Figure 5: 1d-ResNet structure used in this study.

ResNet is commonly used for the classification of image
data. ResNet is the winner network of ILSVRC 2015, and it
is the network that enable to have deep layered networks with-
out vanishing gradient problem by using residual learning that
is shown in Fig. 5. By inserting the shortcut connection that
is expressed by the longest arrow over 3 convolutional layers,
previous information is learned, and it avoid vanishing gra-
dient problem. In Fig. 6, Convolution (1× 1, 64) indicates
convolution layer with 1× 1 filter and 64 channel.

Figure 6: The structure of residual learning.

Table 1 shows the batch size, epochs, and learning rate in
this study. Batch size is the amount of data processed at once.
The epoch is the number of the learnings. Simulation ter-
minates when val loss no longer decays during 1500 epochs.
The learning rate is the degree of learning progress. By set-
ting as shown in Table 1, the training accuracies reach 100%.

Table 1: Learning parameters.
Batch size Learning rate Epoch

1d-ResNet 42 0.0001 Earlystopping

6. Simulation Results

The results of the FNN method at τ= 10 and 25 are shown
in the following fig. 7.

Figure 7: Relationship between FNN ratio and dimension.

It is appropriate for the FNN method to deal with dimen-
sions where the FNN ration (FNNR) decrease begins to con-
verge. The figure 7 shows that at τ = 10, dimensions 5 and
6 are appropriate, and at τ = 25, dimensions 7 and 8 are
appropriate.

The test accuracy is the average of five test accuracies. 1d-
ResNet is used to investigate the accuracy of 3-value classifi-
cation. Table 2 shows the accuracy of the original data with-
out processing and the test accuracy of the proposed method
with different dimensions.

Table 2: Test accuracy of the proposed method.

test accuracy
original 0.871

dimension D=3 D=5
τ = 10 0.849 0.839
τ = 25 0.868 0.905

This is consistent with the appropriate value of 8 dimen-
sions by the FNN method. On the other hand, the appropriate
values at τ=10 are 5 and 6 dimensions, but the accuracy did
not increase. In this study, τ = 25 is considered suitable.
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7. Conclusions

In this study, we extended time series data to Multi Dimen-
sional space using time-delay coordinate method and com-
pressed the data. We checked how the accuracy of time series
classification by 1d-ResNet changes by optimizing the num-
ber of parameters during dimensionality expansion. We also
compared the accuracy of 1d-ResNet without processing and
with the proposed method. The results showed that dimen-
sionality expansion using the appropriate dimension calcu-
lated by FNN extracted important features and improved the
accuracy of the test accuracy. In addition, by appropriately
compressing the higher dimensional features of the attractors,
the features could be used in low dimensional classification.
We will use these results to investigate whether they are valid
for other data as well. We will also use models such as RNN
that are specialized for analyzing the flow of time series or
construct optimal extended dimensions.
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