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Abstract—
In our previous studies, we have proposed the method of

clustering using synchronization of coupled chaotic circuits
networks. It was confirmed that applied learning algorithm
like Hebbian learning is effective for advanced clustering
when the data patterns of clusters are overlapped.

In this study, we investigate the effect of coupling
strength of whole network for clustering performance.
Also, the effect of the learning parameters is investigated.
From computer simulations results, we confirm that clus-
tering with learning algorithm has no effect for the cluster-
ing error.

1. Introduction

Some observed phenomena from coupled oscillatory
networks can be a good models to express the physical phe-
nomena in our living life. Therefore many researchers in-
vestigate models using coupled nonlinear circuits and ob-
serve several interesting phenomena.

In our previous studies [1]-[4], we have investigated
clustering in two-dimensional networks of complex chaotic
circuits, where the coupling strength reflects the network
distance information. We showed that circuits that are ar-
ranged close to each other can achieve phase synchroniza-
tion, whereas coupled circuits located far away from each
other cannot be synchronized. We also observed that these
networks of coupled chaotic circuits can be split into differ-
ent synchronized groups, thus revealing a clustering phe-
nomenon. To achieve more complex and advanced clus-
tering, we proposed a clustering method based on a new
chaotic coupled circuit network applying learning rule. For
a more complex clustering example, we consider a circuit
layout with overlapping clusters. By using computer simu-
lations, we confirmed that chaotic circuit network with the
learning rule is more effective than the standard chaotic cir-
cuit network.

In this study, we investigate the effect of the scaling pa-
rameter of the coupling strength for the whole network. We
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confirm that in the case of the method without learning rule,
the number of miss edges between the two clusters are in-
creased with the scaling parameter of the coupling strength.
While, in the case of the method with learning rule, there
are no affection of miss edges.

2. Chaotic Circuits Model

The chaotic circuit model and obtained chaos attractor
are shown in Fig. 1. The chaotic circuit has been inves-
tigated in the literature [5]-[7]. This circuit consists of
three memory elements, one linear negative resistance el-
ement, and one nonlinear resistance element consisting of
two diodes. The negative resistance is realized using the
linear region of a negative impedance converter made from
an operational amplifier.

(a) Chaotic circuit. (b) Chaotic attractor.

Figure 1: Chaotic circuit model.

The approximate I − V characteristics of the nonlinear
resistance element are indicated by the following equation,
where the parameter rd is the slope of the nonlinear resis-
tance.

vd(i2) =
rd

2

(∣∣∣∣∣i2 + V
rd

∣∣∣∣∣ − ∣∣∣∣∣i2 − V
rd

∣∣∣∣∣) . (1)

By changing the variables, such that

i1 =

√
C
L1

V x; i2 =
√

L1C
L2

Vy; v = Vz;
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= δ; t =
√

L1Cτ (2)

The normalized circuit equations can be described by

dx
dτ
= αx + z

dy
dτ
= z − f (y)

dz
dτ
= −x − βy

(3)

where f (y) is described as follows:

f (y) =
δ

2

(∣∣∣∣∣y + 1
δ

∣∣∣∣∣ − ∣∣∣∣∣y − 1
δ

∣∣∣∣∣) . (4)

The following equations represent the circuit equations
when all the chaotic circuits are coupled globally with each
other (all-to-all coupling).

dxi

dτ
= αxi + zi

dyi

dτ
= zi + f (y)

dzi

dτ
= −xi − βyi −

N∑
j=1

γi j(zi − z j)

(i, j = 1, 2, · · ·,N)

(5)

In the computer simulations, we set the parameters to be
α = 0.460, β = 3.0 and δ = 470. The characteristic func-
tion f (y) can be described as a three-segment piecewise-
linear function. In this study, the value of γi j reflects the
distance between the circuits in an inverse manner, as de-
scribed using the following equation:

γi j =
g

(di j)2 . (6)

Here, di j denotes the Euclidean distance between the i −
th circuit and the j−th circuit, while g is a scaling parameter
that determines the coupling strengths.

3. Clustering Arrangement and Learning

The circuit arrangement with overlapped clusters is
shown in Fig. 2. This time, we consider a more difficult
case: a circuit layout with overlapping clusters. The num-
ber of clusters is set to three, and the chaotic circuits are
randomly placed according to a normal distribution from
the center of each cluster.

The purpose of clustering for this circuit layout is not to
divide it into three clusters, but to extract as many nodes as
possible from the central part of the cluster.

In this study, we use clustering method that applies Heb-
bian rule [8] as well as the determination of clusters by
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Figure 2: Circuit arrangement with overlapped clusters
(N=100, the number of clusters: 3, red points: 30 (cluster-
1), green points: 30 (cluster-2), blue points: 40 (cluster-3)).

synchronization of chaotic circuit networks. The Hebbian
rule states that synapses, which connect neurons become
more efficient when neurons fire repeatedly, and less effi-
cient when they do not fire for long periods of time. We
apply this Hebbian rule to chaotic circuit synchronization.
In other words, the coupling between the synchronized
chaotic circuits is made stronger, and the coupling between
the un-synchronized chaotic circuits is made weaker. The
Hebbian rule is applied to the chaotic circuits network as
following steps.
[step-1] At the initial state, all nodes are fully connected
with coupling strengths depending on distance.
[step-2] After a transient phase, we apply two rules for a
sequence of generations. Each generation has length τh =

10, 000.

• (check synchronization:) In order to check whether
two nodes are alike, we calculate the synchronization
ratio for every pair of oscillators. If the synchroniza-
tion ratio is larger than 80, 60, and 50%, the cor-
responding coupling strength becomes stronger with
∆γ = 0.00001. And, if the synchronization ratio is
smaller than 20, 40, and 49the corresponding coupling
strength becomes weaker with ∆γ = −0.00001.

In order to analyze the synchronization ratio, we de-
fine a synchronization state as

|xk − xn| < 0.3 (k ∈ S n)

[step-3] Step-2 is repeated until 10 iterations are reached
(H = 10).
[step-4] At the final state (G = 10), we check the synchro-
nization ratio for every pair of oscillators.

4. Simulation Results

Figures 3 and 4 show the example of clustering results
of chaotic circuit network with/without learning rule. The
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lines in the figure represent edges between circuits with
high synchronization rates. In the method with learning
rule, there are many lines within clusters. In contrast, the
method without learning rule has many lines between clus-
ters, therefore it is difficult to determine the clusters. These
results show that changing the weights of the couplings, it
is effective for clustering.
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Figure 3: Example of clustering result with learning rule
(g = 0.00008).
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Figure 4: Example of clustering result without learning rule
(g = 0.00008).

Figure 5 shows the number of edges with high synchro-
nization rates in each category. It can be seen that the
method without learning rule has more synchronized edges
in all categories. However, the number of miss categories
(edges between clusters) is also high, and the accuracy of
the clusters is not good. In contrast, the method with learn-
ing rule has fewer edges in the miss category, which can be
said to be good for clustering accuracy.

Furthermore, in the case of the method without learning
rule, the number of miss edges between the two clusters
are increased with the scaling parameter of the coupling
strength. While, in the case of the method with learning
rule, there are no affection of miss edges. Totally, the num-

ber of high-synchronized edges are increased with the scal-
ing parameter g.
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(a) g = 0.00006.
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(b) g = 0.00008.
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(c) g = 0.00010.

Figure 5: Clustering results of number of edges.

Finally, we investigate the detection ratio of clusters by
counting the nodes which has edge within same cluster.
The simulation results are shown in Fig. 6. We confirm that
the detection ratio of cluster is increased when the scaling
parameter of the coupling strength has large value. How-
ever, it was difficult to observe the any differences depend-
ing on the learning parameters. Therefore, we would like
to investigate the effect of the learning parameters in detail
as the future work.
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(a) g = 0.00006.
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Figure 6: Clustering results of detection ratio of clusters.

5. Conclusion

In this study, we used the clustering method based on
a chaotic coupled circuit network applying Hebbian rule
in order to achieve more complex and advanced cluster-
ing. We also investigated the effect of coupling strength
of whole network for clustering performance. By using
computer simulations, we confirmed that chaotic circuit
network with the learning rule is more effective than the
standard algorithm.

In future work, we would like to study clustering phe-
nomena in large-scale networks. Furthermore, we hope to
apply the clustering methods developed here to data min-
ing, image processing and other applications in real life sit-
uations.
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