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Abstract

The Cellular Neural Networks (CNN) was developed by
Chua and Yang in 1998. The idea of the CNN was inspired
from the architecture of the cellular automata and the neural
networks. The performance of the CNN depends on the pa-
rameters which are called the template. The CNN is applied
to various image processing by changing the template. How-
ever, little has been reported on image sharpening for blurred
images by using CNN. In this study, we propose an algorithm
to sharpen blurred images. Then, we apply the proposed al-
gorithm to the input image and investigate the performance
by some simulations.

1. INTRODUCTION

In recent years, it has advanced information society. In
general, the von Neumann computer is used for many infor-
mation processing. However, the von Neumann computer
cannot process many information in real time. Therefore,
Neural Networks were proposed. The idea was based on
the human’s nervous system. The Cellular Neural Networks
(CNN) was introduced by L. O. Chua and L. Yang in 1988 [1].
Hence, the CNN has been successfully used for various high-
speed parallel signals processing applications such as image
processing, pattern recognition and so on [1]. The CNN was
paired Neural Networks with the Cellular Automata by L.
O. Chua in 1998 [2]. The CNN consists of cells connected
each other and the structure of CNN resembles the structure
of the animal’s retina [3]. Therefore, the CNN has been ap-
plied to various image processing applications. The perfor-
mance of CNN depends on the parameters which are called
the template. The template represents strength of connection
between each cell. The template consists of the feedback tem-
plate, the feedforward template and the threshold. If the tem-
plate influences exactly, we can investigate complex image
processing. Additionally, various applications for image pro-
cessing and pattern recognition of CNN have been reported.

In previous method, there is the Unsharp Masking (USM).
The USM is used as digital image processing to sharpen im-

ages. In the USM, first, the input image is smoothed. Sec-
ondly, a difference image between the input image and the
smooth image is created. Finally, the output image is a combi-
nation of the input image and the difference image. However,
little image sharpening for blurred images by using CNN has
been reported.

In this study, we propose an algorithm to sharpen images
by using CNN. Our proposed method is performed on blurred
images. In order to confirm the effectiveness of our proposed
method, we evaluate simulation results.

2. CELLULAR NEURAL NETWORKS

In this section, we describe the basic structure and process-
ing flow of the simple CNN. The basic circuit unit of the CNN
is called a cell. The cell consists of linear element and non-
linear element. The CNN is formed from an array of many
cells. We show a two dimensional array composed of M ×
N cells arranged in M rows and N columes. The structure of
the CNN is shown in Fig. 1. Figure 2 shows the circuit of
cell.

Figure 1: The structure of CNN.

A cell is coupled with only adjacent cells. Adjacent cells in-
teract with one another. Cells which do not couple with only
adjacent cells have an indirect influence. The range which
some cells influence one cell is defined by neighborhood. We
describe a state equation of cell and an output equation of cell
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Figure 2: The circuit of cell.

below.

State Equation :

dvx(ij)

dt
= −vx(ij) +

i+r∑
k=i−r

j+r∑
l=j−r

A(i,j;k,l)vy(kl)(t)

+

i+r∑
k=i−r

j+r∑
l=j−r

B(i,j;k,l)vu(kl)(t) + T. (1)

Output Equation :

vy(ij)(t) =
1

2
(|vx(ij)(t) + 1| − |vx(ij)(t)− 1|). (2)

vx, vy and vu are state value, output value and input
value. Output equation represents piece-wise nonlinear func-
tion Fig 3.

Figure 3: Piece-wise nonlinear function.

In Eq. (1), A is feedback template, B is feedforward tem-
plate, T is threshold. The performance of CNN is determined
by these values.

When we process the image by using CNN, we should de-
termine the size of system of neighborhood. When this size is
big, the amount of information in system of neighborhood is
increasing. However, noise works easily. Generally, the size
which is used for image processing is 3×3. Figure 4 shows
block diagram of image processing with CNN.

Figure 4: Block diagram.

3. PROPOSED METHOD

In this section, we show the proposed algorithm by using
CNN. The proposed algorithm is composed of six steps and
the flowchart is described as follows.

Figure 5: The proposed algorithm.

The processing steps of the proposed method are described
as follows.

Step 1 (Edge Detection): First, the input image is sharp-
ened.

Step 2 (Heat Diffusion): Second, the sharpened image is
blurred to subtract the heat diffused image from the sharpened
image.

Step 3 (Logic Difference): Third, sharp lines of the sharp-
ened image are detected.

Step 4 (Logic OR with NOT): Fourth, sharp lines that
cannot be detected in Logic Difference are detected.

Step 5 (Edge Detection): Fifth, sharp lines of a previous
step are enhanced.

Step 6 (Logic OR): Final, each cell’s output value of the
sharpened image and the enhanced edge detected image is
added. Each step size is 0.05 [τ ].
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4. SIMULATION RESULTS

In this section, we show the simulation results of the pro-
posed algorithm and the USM. Figure 2 shows how the im-
age is processed in the proposed algorithm and the USM. Us-
ing templates of the proposed algorithm are described as fol-
lows [5].

Heat Diffusion template:

A =

 0.1 0.15 0.1
0.15 0 0.15
0.1 0.15 0.1

 ,
B =

 0 0 0
0 0 0
0 0 0

 , T = 0. (3)

Edge Detection template:

A =

 0 0 0
0 1 0
0 0 0

 ,
B =

 −1 −1 −1
−1 8 −1
−1 −1 −1

 , T = 0. (4)

Logic Difference template:

A =

 0 0 0
0 2 0
0 0 0

 ,
B =

 0 0 0
0 −1 0
0 0 0

 , T = −1. (5)

Logic OR with NOT template:

A =

 0 0 0
0 2 0
0 0 0

 ,
B =

 0 0 0
0 −1 0
0 0 0

 , T = 1. (6)

Logic OR template:

A =

 0 0 0
0 2 0
0 0 0

 ,
B =

 0 0 0
0 1 0
0 0 0

 , T = 1. (7)

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 6: Simulation results. (a) Original image. (b) Input image. (c)
Sharpened image. (d) Heat diffused image. (e) Logic difference. (f) Logic
OR with NOT. (g) Enhanced edge detected image. (h) Output image. (i)
Unsharp masked image.

In one instance, Fig. 6 show images which are processed
by the proposed method and the USM. Figure 6(a) shows an
original image. The input image contains a bridge, a lake and
a background of the forest. Figure 6(b) shows the simulation
result of Heat Diffusion applied to the input image by itera-
tion of 100. The overall image is blurred. Figure 6(c) shows
the simulation result of Edge Detection applied to the input
image. The overall image is sharpened compared to Fig. 6(c).
Figure 6(d) shows the simulation result of Heat Diffusion ap-
plied to the sharpened image. The overall image is blurred
compared to Fig. 6(c). Figure 6(e) shows the simulation result
of Logic Difference applied to the sharpened image and the
heat diffused image. The enhanced sharp lines of a lake and
a background of the forest are detected. Figure 6(f) shows
the simulation result of Logic OR with NOT applied to the
sharpened image and the heat diffused image. The left side of
the forest which was not detected in Fig. 6(e) was detected.
Figure 6(g) shows the simulation result of Edge Detection ap-
plied to the enhanced image. The enhanced sharp lines of the
sharpened image are detected compared to Fig. 6(g). Fig-
ure 6(h) shows the simulation result of Logic OR applied to
the sharpened image and the enhanced image. Not many un-
clear objects are remained. On the other hand, in Fig. 6(i),
unclear objects are more remained compared to Fig. 6(h).

We process another image which is processed by the pro-
posed method and the USM Figure 7(a) shows an original im-
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(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 7: Simulation results 2. (a) Original image. (b) Input image. (c)
Sharpened image. (d) Heat diffused image. (e) Logic difference. (f) Logic
OR with NOT. (g) Enhanced edge detected image. (h) Output image. (i)
Unsharp masked image.

age. The input image contains a woman and a reticulate back-
ground. Figure 7(b) shows the simulation result of Heat Dif-
fusion applied to the input image by iteration of 100. The
overall image is blurred. Figure 7(c) shows the simulation re-
sult of Edge Detection applied to the input image. The overall
image is more sharpened compared to Fig. 7(c). Figure 7(d)
shows the simulation result of Heat Diffusion applied to the
sharpened image. The overall image is more blurred com-
pared to Fig. 7(c). Figure 7(e) shows the simulation result of
Logic Difference applied to the sharpened image and the heat
diffused image. The enhanced sharp lines of a reticulate back-
ground are detected. Figure 7(f) shows the simulation result
of Logic OR with NOT applied to the sharpened image and
the heat diffused image. The left side of the forest that was
not detected in Fig. 7(e) was detected. Figure 7(g) shows the
simulation result of Edge Detection applied to the enhanced
image. The enhanced sharp lines of the sharpened image are
detected compared to Fig. 7(g). Figure 7(h) shows the simu-
lation result of Logic OR applied to the sharpened image and
the enhanced image. Not many unclear objects are remained.
On the other hand, in Fig. 7(i), unclear objects are more re-
mained compared to Fig. 7(h). We have evaluated the simu-
lation results by the Structural Similarity(SSIM). The SSIM
evaluates the change of pixel values, constant, and structure
between the target images. The value of the SSIM closer to 1

is similar to the target image. In Tab. 1, we show the SSIM of
each output image.

Table 1: Structural Similarity
Figure 6(h) 0.6388
Figure 6(i) 0.4833
Figure 7(h) 0.7276
Figure 7(i) 0.6053

Figure 6(h)(i) are compared to Figure 6(a) and Fig-
ure 7(h)(i) are compared to Figure 7(a) for similarities. Fig-
ure 6(h) and Figure 7(h) are processed by using the proposed
method. Figure 6(i) and Figure 7(i) are processed by using
USM. From Tab. 1, the SSIM by using the proposed method
is higher than by using USM. From these simulation results,
the proposed method is more effective than USM.

5. CONCLUSION

In this study, we have proposed an algorithm for sharp-
ening blurred images by using CNN. Moreover, we have in-
vestigated blurred images by using the USM. Then, we have
evaluated similarities from the simulation results. As a result,
our proposed method is more effective than the USM. In the
future works, we would like to investigate the performance of
another image.
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