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Abstract

In the previous study, some researches were reported that
the Cellular Neural Networks with Delay Output (DCNN)
was applied to the image processing. However, that method
has a problem of the noise in image processing. In this study,
we propose a CNN method of adding partial delay output for
edge detection. This is a new algorithm of adding delay out-
put (DCNN) to the conventional CNN partially. We investi-
gate the performance of the proposed method in edge detec-
tion by some input images.

1. Introduction

In recent years, the amount of information is increasing.
Therefore, we need to process big data. However, conven-
tional digital computation methods have problem of process-
ing speed. On the other hand, analog computation methods
have ability of high speed processing. Therefore, the Neu-
ral Networks was proposed. The Neural Networks was based
on human’s nervous system. The Cellular Neural Networks
(CNN) was introduced by Chua and Yang [1]. The idea of
the CNN was inspired from the architecture of the Cellular
Automata and Neural Networks. The structure of the CNN
is cells connected each other and resembles the structure of
the animal’s retina. Hence, the CNN has been used for vari-
ous image processing. Performance of the CNN depends on
the parameters which called the template. The template is the
strength of the connection between the cells.

Delayed Cellular Neural Network (DCNN) has proposed
to solve some dynamic image processing and it was applied
to the image processing [2]-[4]. In that method, image pro-
cessing of the DCNN contained past information and it was
obtained good results compared to the conventional CNN
method. However, it had problem that noise effect is observed
in the output image.

In this study, we propose a method of the CNN with partial
delay output (DCNN). We investigate the performance of the
proposed method in edge detection.

2. Cellular Neural Networks [1]

In this section, we show the structure of the CNN. The ba-
sic circuit unit of the CNN is called cell. All cells are con-
nected only to its neighboring cells. We show array com-
posed of M×N cells arranged in M rows and N columes.
The array of the CNN is shown in Fig. 1.

Figure 1: The structure of the CNN.

Figure 2: Block diagram of the conventional CNN.

Figure 2 shows the block diagram of the conventional
CNN. In image processing of the conventional CNN, two
templates are used. Template A is feedback template and
template B is control template.
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The state equation and output equation are described as fol-
lows.

State equation of the conventional CNN :

dvxij
dt

= −vxij +
i+r∑

k=i−r

j+r∑
l=j−r

A(i,j;k,l)vykl(t)

+
i+r∑

k=i−r

j+r∑
l=j−r

B(i,j;k,l)vukl(t) + I (1)

Output equation of the conventional CNN :

vyij(t) =
1

2
(|vxij(t) + 1| − |vxij(t)− 1|) (2)

vx, vy and vuare state value, output value and input value.
Figure 3 shows piece-wise linear function. This output
equation expressed with such piece-wise linear function.
Then, the output value of the CNN is within of +1 to -1.

Figure 3: Piece-wise linear function.

3. Delayed Cellular Neural Networks [2][3]

In this section, we show the structure of the DCNN. Fig-
ure 4 shows the block diagram of the DCNN. Template D is
Delayed feedback template and τ is delay time.

The state equation and output equation are described as fol-
lows.

State equation of the DCNN :

dvxij
dt

= −vxij +
i+r∑

k=i−r

j+r∑
l=j−r

A(i,j;k,l)vykl(t)

+
i+r∑

k=i−r

j+r∑
l=j−r

B(i,j;k,l)vukl(t)

+
i+r∑

k=i−r

j+r∑
l=j−r

D(i,j;k,l)vukl(t− τ) (3)

Figure 4: Block diagram of the DCNN.

Output equation of the DCNN :

vyij(t) =
1

2
(|vxij(t) + 1| − |vxij(t)− 1|) (4)

4. Proposed method

In this section, we show the system of the proposed
method. The algorithm of the proposed system is shown as
follows.

Step 1 : First, calculate difference values between the out-
put value of the center cell and the output values of the
neighboring cells. In Fig. 5, we show the concept of cal-
culation and each number is represented the output value
of each cell. ( 1©- 2© , 1©- 3© , · · · , 1©- 9© ).

Figure 5: The concept of calculation.

Step 2 : Second, count number of cells which have the dif-
ference value smaller than threshold value a. Then, letN
be the number of cells satisfying the following equation
(5).
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| 1©− 2© | < a
| 1©− 3© | < a

...
| 1©− 9© | < a

(5)

Step 3 : Finally, determine the method according to the fol-
lowing equations. x is arbitrary value.{

DCNN : N ≥ x
CNN : N < x

(6)

5. Simulation results

In this section, we show simulation results for edge detec-
tion by using the proposed method. In this simulation, we use
the 3×3 edge detection template and the DCNN edge detec-
tion template.

Templates A, B, threshold I are described as follows
[4][5].

Edge detection templates of the conventional CNN :

A =

 0 0 0
0 1 0
0 0 0

 ,
B =

 −1 −1 −1
−1 8 −1
−1 −1 −1

 , I = −1. (7)

Edge detection templates of the DCNN :

A =

 0 0 0
0 1 0
0 0 0

 , B =

 −1 −1 −1
−1 8 −1
−1 −1 −1

 ,
D =

 −0.1 −0.1 −0.1
−0.1 0.1 −0.1
−0.1 −0.1 −0.1

 , I = −1. (8)

In Fig. 6, we show the input image and the simulation re-
sults of the edge detection. Figure 6(a) shows the input image.
In the input image, indistinct parts are the right side of the red
pepper and the vegetable in the upper left. In Fig. 6(b), we
show the simulation result of the conventional CNN. The con-
ventional CNN cannot detect edge lines of the indistinct parts.
In Fig. 6(c), we show the simulation result of the DCNN (τ
= 10). The DCNN can detect edge lines of indistinct parts,
however, remains the noise effect. In Fig. 6(d), we show the

simulation result of the proposed method (τ = 10). The pro-
posed method can detect edge lines of indistinct parts and
receive less noise effect compared to the DCNN by applying
the DCNN to indistinct parts.

(a) (b)

(c) (d)

(e)

Figure 6: Simulation results 1. (a) Input image. (b) Simulation result of
the conventional CNN. (c) Simulation result of the DCNN (τ = 10). (d)
Simulation result of the proposed method (τ = 10, a = 0.003, x = 5). (e)
Simulation result of difference (c) and (d).

We apply the proposed method to another input image. In
Fig. 7, we show the input image and the simulation results
of the edge detection. Figure 7(a) shows the input image.
The input image is woman’s face. In Fig. 7(b), we show the
simulation result of the conventional CNN. The conventional
CNN cannot detect edge lines of woman’s face. In Fig. 7(c),
we show the simulation result of the DCNN (τ = 10). The
DCNN can detect edge lines of indistinct parts, however, re-
mains the noise effect. In Fig. 7(d), we show the simulation
result of the proposed method (τ = 10). The proposed method
can detect edge lines of indistinct parts and receive less noise
effect compared to the DCNN.
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(a) (b)

(c) (d)

(e)

Figure 7: Simulation results 2. (a) Input image. (b) Simulation result of
the conventional CNN. (c) Simulation result of the DCNN (τ = 10). (d)
Simulation result of the proposed method (τ = 10, a = 0.003, x = 5). (e)
Simulation result of difference (c) and (d).

6. Conclusion

In this study, we have proposed a CNN method of adding
delay output (DCNN) to the conventional CNN partially.
From the simulation results, the proposed method can detect
edge lines of indistinct parts and decrease effect of noise com-
pared to the DCNN. Therefore, the proposed method is more
effective than the conventional CNN and the DCNN in the
edge detection. In the future works, we will investigate more
effective values a and N .
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