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**Abstract**—In this study, we introduce different amplitude random noise to a multilayer perceptron (MLP). We divide the neurons in hidden layer to some groups according to value of neuron output. Each neuron group is input the different amplitude random noise. When a neuron group has a large output, this neuron receives a large amplitude noise. When a neuron group has a small output, this neuron receives a small amplitude noise. The group member is dynamically changed during the learning because the neuron output changes with the learning. By simulations, we confirm that the proposed MLP performance is better than the standard MLP and MLP having simple noise input method. Moreover, we show the parameter dependency of the proposed MLP by changing the number of groups and the noise amplitude.

1. Introduction

Multilayer perceptron (MLP) is one of feed forward neural network which is applied to pattern recognition, data mining, and so on. In the MLP, neurons make some layers and connect with neurons in other layer. The MLP output is decided by the weight of connection between the neurons. In general, we use the back propagation algorithm (BP) [1] for a learning of weight of connection. The BP uses the steepest decent method, thus the network is often traps into local minimum. Then, the network cannot escape out from the local minimum. For a problem of local minimum, some methods are proposed such as a pre-training, a noise input, and an annealing [2][3].

In this study, we propose an MLP including different amplitude random noise for escaping out from the local minimum. We use the MLP of three layers and input a uniformed random noise to the inner state of the neurons in hidden layer. In general, the uniformed random noise is not efficiency to the escaping out from the local minimum. If amplitude of the random noise is larger, the network cannot learn the supervised signal, because many neuron outputs become random. On the other hand, if amplitude of the random noise is smaller, the network falls into local minimum. In our method, we divide some groups according to the value of neuron outputs. After that we input the different amplitude random noise into the neurons in descending order of output value. The neuron having large output value obtain the large amplitude random noise, and the neuron having small output value obtains small amplitude random noise. By this method, the network can learns the supervised signal under influence of the random noise and escaping out from the local minimum. By the simulation, we confirm that the different amplitude random noise is efficiency to the MLP learning, and dependency of the dividing number of neuron groups.

2. Proposed Method

The proposed MLP is shown in Fig. 1. We divide the neurons in hidden layer to some groups according to the output value of neuron. Each group has different amplitude random noise, and this noise is input into the neurons. In the same group, the neuron has same amplitude random noise. The group of the neuron having a large output obtains the large amplitude noise. On the other hand, the group of the neuron having a small output obtains the small amplitude noise.

![Figure 1: Proposed MLP.](image)

2.1. Neuron Updating Rule

A standard neuron updating rule is described by Eq. (1).

\[
y_{i}(t + 1) = f\left(\sum_{j=1}^{n} w_{ij}(t)x_{j}(t) - \theta_{i}(t)\right),
\]

(1)
where $y$ is an output of the neuron, $w$ is a weight of the connection, $x$ is an input of the neuron, and $\theta$ is an excitation threshold of the neuron. In this equation, the weight of the connection and the threshold of the neuron are learned based on the BP algorithm. Next, we show the updating rule of the neuron with the uniformed random noise in Eq. 2. This updating rule is used for the neuron in the hidden layer.

$$y_i(t + 1) = f \left( \sum_{j=1}^{n} w_{ij}(t)x_j(t) - \theta_i(t) + \alpha_n R(t) \right),$$

where $\alpha$ is amplitude of the uniformed random noise, and $R$ is a uniformed random noise. Here, the uniformed random noise is given by Mersenne Twister (MT) which was proposed by Matsumoto and Nishimura [4]. The uniformed random noise gives the energy to the network and helps escaping out from the local minimum.

### 2.2. Different Amplitude Random Noise

The amplitude of the input random noise ($\alpha$) decreases at an exponential rate. The $\alpha$ is described by Eq. (3).

$$\alpha_n = 0.8^{n-1}, \quad (n = 1, 2, \ldots, N).$$

Figure 2 is an overview of the proposed noise input method. We divide the neurons to some groups according to the value of neuron output. In this figure, six neurons are divided to three groups. L means that neuron has large output value. M means that the neuron has middle output value. S means that the neuron has small output value. Each group has different amplitude random noise. In the same layer, the same amplitude random noise. During the learning, the group is dynamically changed, because the value of neuron output changes with the learning.

![Figure 2: Input method of different amplitude random noise.](image-url)

### 3. Simulation

In this section, we show the simulation results. We use four kinds of MLPs which are:

1. Standard MLP.
2. MLP with uniformed random noise.
3. MLP including different amplitude random noise (the neuron group is fixed).
4. MLP including different amplitude random noise (the neuron group is changed according to the value of neuron output).

The standard MLP (1) does not have the noise, thus this MLP reduces error faster, however it often falls into local minimum. The MLP with uniformed random noise (2) has the uniformed random noise in the inner state of neurons in hidden layer. In the MLP including different amplitude random noise (3), we fix the neuron groups during the simulation, thus the neuron receives constant noise amplitude. The MLP including different amplitude random noise (4) is proposed MLP. The number of neurons in input layer, hidden layer and output layer is 2, 40 and 1, respectively. The number of iterations is 50000. We obtain the result from 100 trials from different initial weight of connection. We use the mean square error (MSE) to the error function which is described by Eq. (4).

$$MSE = \frac{1}{N} \sum_{n=1}^{N} (T_n - O_n)^2,$$

where $N$ is the number of learning datum, $T$ is a target value, and $O$ is an output of MLP. We use the two spiral problem (TSP) for the task of the MLPs. The TSP is famous task for the ANN and has high nonlinearity, thus the standard MLP often falls into local minimum [5][6]. We give the coordinates of each point to the neuron in input layer, and MLP learns the classification of the spiral point. In this simulation, the two spirals are constructed from 130 points.

![Figure 3: Two spiral problem.](image-url)
learning performance is shown in Table 1. From this table, every MLP reached to 0.00 in minimum error, thus the MLP can solve this task when optimal initial weight is set. However, the MLP often falls into local minimum. Especially, the average error and the maximum error in the standard MLP (1) is the largest of all. Other MLPs reduce the error from the standard MLP. The MLP with uniformed random noise (2) is similar to the MLP with different amplitude random noise (3). From this result, the different amplitude is not efficiency to the learning performance when we simply introduce the different amplitude random noise to the MLP. The proposed MLP (4) reduces the error than the MLP with uniformed random noise (2) and MLP including different amplitude random noise (3). We divide the neurons in hidden layer to some groups according to the value of neuron output, thus the unadapted amplitude noise is not input to the neuron.

3.2. Dependency of the number of groups and amplitude of the random noise

Next, we change the number of groups in divided neurons in hidden layer and the maximum amplitude of the random noise. Firstly, we show the result of the MLP with uniformed random noise. In the MLP with uniformed random noise, we do not divide the groups, thereby we only show the result of changing maximum amplitude of random noise. In this case, the MSE decreases to the amplitude 0.01, after that the MSE increases with the maximum amplitude. From this result, the allowable noise amplitude is small in the MLP learning. If the noise amplitude increases, the noise disturbs the learning.

Secondly, we show the result of the MLP including different amplitude random noise (3) in Fig. 5. We show three graphs in this figure. This number means the number of groups of the neurons in hidden layer. In the MLP including different amplitude random noise (3), the change of MSE becomes small. The MSE becomes small when the noise amplitude is between 0.1 and 0.4. Moreover, we cannot see the high dependency of the number of groups. Each neuron have same amplitude from start of learning to end of learning, thereby this influence is almost same as the MLP with uniformed random noise (2).

Finally, we show the result of the proposed MLP (4) in Fig. 6. In this case, the dependency of the number of groups of neurons is large. The learning performance is high when we divide five groups. And also, it has high learning performance in wide range of the maximum amplitude of random noise.
noise. The curve which we divide 2 groups, is similar to the result of the MLP including the different amplitude random noise (3). We consider that this group includes many neuron which has various value of output, thereby the influence of divide group becomes small.

Figure 6: Parameter dependency of proposed MLP.

4. Conclusion

In this study, we have proposed the MLP including different amplitude noise. We input the uniformed random noise to the inner state of the neuron in hidden layer. Then, the neurons in hidden layer are divided to some groups according to the output value of neurons. The neurons in the same layer receives same amplitude noise. The amplitude of input noise becomes small when the neuron output becomes smaller. By the simulations, we confirmed that the proposed MLP has better learning performance than other MLPs. Moreover, we show the parameter dependency of the MLPs. From this result, the learning performance improves by dividing the groups of neurons in hidden layer according to the value of neuron output.
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