Investigation of Influences of Neurogenesis in Multi-Layer Perceptron
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Abstract—Neurogenesis is that new neurons are generated in the human brain. We focus on the characteristic of the neurogenesis with biologically. In the previous study, we have proposed artificial network model which was applied the neurogenesis to Multi-Layer Perceptron (MLP).

In this study, we show the effectiveness of the proposed network with neurogenesis for pattern recognition. And we investigate the parameter dependency for detailed research on the influences of neurogenesis on MLP.

1. Introduction

It is said that there are about 10 billion neurons in the human’s brain. The network is formed by connecting of more than one neuron. However, neurons had been considered to be lost with age until several years ago. In recent studies, some researchers reported that new neurons are generated in the dentate gyrus of hippocampus [1]-[3]. This process is called “neurogenesis”. By utilizing the neurogenesis, some brain cells increase and the network is substantial. It is known that the neurogenesis improves ability to solve problems by combining new neurons. We focus on the characteristic of the neurogenesis on biology. In the previous study, we have proposed artificial network model which was applied the neurogenesis to Recurrent Neural Network (RNN) [4] and Multi-Layer Perceptron (MLP) [5]. Therefore, we have researched the performance of the proposed network.

In this study, we investigate the parameter dependency for detailed research on the influences of neurogenesis on MLP. Then, we research the learning performance of the proposed network and focus on the some parameters of the neurogenesis using the proposed network.

2. MLP with Neurogenesis

2.1. Neurogenesis

Before, there is no neural stem cell which makes a neuron in the brain of an adult. It was impossible to generate the new neuron. Therefore, the neurogenesis had been considered to generate for period of growth. Thus, neurons had been considered to be lost with age until several years ago. However, some researchers reported that new neurons are generated in the adult brain. This process is called “neurogenesis”. The neurogenesis in the hippocampus of the human brain was discovered in the late 1990s by Erickson et al [1]-[3]. The neurogenesis is included in the existing neural circuit by given the learning and new neurons are generated in the human brain. It is known that the neurogenesis improves memory, learning, thinking ability, and so on. We focus attention on the characteristic of the neurogenesis.

2.2. Rule of Neuron Updating

We use a Multi-Layer Perceptron (MLP) which is comparatively easy network for artificial neural network and one of a feed-forward neural network. The MLP is a most famous feed-forward neural network. This network is used for pattern recognition, time series prediction, noise reduction, motion control, and other tasks. The MLP is composed some layers of neuron, it has input layer, hidden layer, and output layer. This network learns to the tasks by changing the weight parameters. Generally, the performance of the MLP is changed by the number of neurons. Moreover, we used the Back Propagation (BP) which is one of the MLP’s learning method.

A Back Propagation (BP) is used to the MLP’s learning algorithm. The BP was introduced by D.E. Rumelhart in 1986 [6]-[8]. In this algorithm, the network calculate the error from the output and teaching signal.

The neuron has the multi inputs and a single output. The updating rule of neuron is described by Eq. (1).

\[
x_i(t + 1) = f\left(\sum_{j} w_{ij}(t)x_j(t) - \theta \right),
\]

where \(x\) is the input or output and \(w\) is the connection weight parameter and \(\theta\) is threshold. In this equation, the weight of connection and threshold of neuron are learned by BP algorithm. We used the sigmoid function for the output function. The error of MLP propagates backward in the feed-forward neural network. BP algorithm changes value of weights to obtain smaller error than before. The total error \(E\) of the network is described by Eq. (2).

\[
E = \frac{1}{2} \sum_{p=1}^{n} \sum_{i=1}^{n} (t_{pi} - o_{pi})^2,
\]

where \(E\) is the error value, \(p\) is the number of the input data, \(n\) is the number of the neurons in the output layer, \(t_{pi}\) is the
value of the desired target data for the $p$th input data, and $o_{pi}$ is the value of the output data for the $p$th input data. The function of the connection weight is described by Eq. (3).

$$
\Delta p_k^{i,k-1} = \eta p_j^{k-1} = -\eta \frac{\partial E_p}{\partial w_{i,j}^{k-1}}.
$$

where $w_{i,j}^{k-1}$ is the weight between the $i$th neuron of the layer $k-1$ and the $j$th neuron of the layer $k$, and $\eta$ is the proportionality factor known as the learning rate.

2.3. Network structure

In this study, we apply the behavior of neurogenesis to the MLP. We have proposed artificial network model which was applied the neurogenesis to MLP [5]. Figure 1 shows a structure of the proposed network.

![Figure 1: MLP with neurogenesis.](image)

In fact, the timing of generation new neurons are less certain. Then, we consider two kinds of the neurogenesis. One is the periodic neurogenesis. In the case of the periodic neurogenesis, new neurons generated at every 10 iterations during the learning process. The other is the chaotic neurogenesis. In the case of the chaotic neurogenesis, new neurons generated by using the logistic map. Hasegawa et al. investigated solving abilities of the Hop-field NN with various surrogate noise, and they concluded that the effects of the chaotic sequence for solving optimization problems can be replaced by stochastic noise with similar autocorrelation [9]. The updating function of the logistic map is described by Eq. (4).

$$
y(n + 1) = \alpha y(n)(1 - y(n)).
$$

If the parameter $\alpha$ is changed, Eq. (4) will be served in chaos through period-doubling bifurcation. In this study, we use that the parameter $\alpha = 3.82740$ and 4.0. When we choose that the parameter $\alpha$ is 3.82740, it is well known that the map produces intermittent bursts just before periodic-windows. In cases where the parameter $\alpha$ is 3.82740, it is the intermittently chaotic time series. This time series could be divided into two phases (laminar part of periodic behavior with period 3 and burst part of spread points over the invariant interval). Moreover, in cases where the parameter $\alpha$ is 4.0, it is the fully chaotic time series. In this study, we consider $y = 0.6$ as basis. In this timing method, the neurogenesis is occurred when the value of $y$ takes the range between 0.6 to 0.7.

3. Simulations

We consider a pattern recognition, where 26 alphabets patterns consisting of 0 and 1 in Fig. 2 are stored in the neural network for recognition.

![Figure 2: Input patterns.](image)

We consider that the propose network is composed of three layers. The number of neurons in the input layer is 35, and the output layer is 26. In the proposed MLPs, we set 10 neurons in the hidden layer at the start of learning. Therefore, we set the maximum number of the neurons in the hidden layer. The MLPs learn 5000 times during the one trial. The learning rate is $\eta = 0.005$ and initial values of the weights are between −0.5 and 0.5 at random. Moreover, we compare the learning performance of the following five kinds of MLPs:

1. The conventional MLP
2. The MLP with random neurogenesis
3. The MLP with periodic neurogenesis
4. The MLP with intermittently chaotic neurogenesis ($\alpha=3.82740$)
5. The MLP with fully chaotic neurogenesis ($\alpha=4.0$)

In the MLP with random neurogenesis, new neurons are introduced at random in the hidden layer. We use a Mean Square Error (MSE) as the measure of their performances. MSE is defined by Eq. (5).

$$
MSE = \frac{1}{N} \sum_{n=1}^{N} (t_n - o_n)^2.
$$

We make a comparison between the performance of the conventional MLP and the proposed MLPs. Moreover, we carry out 100 trials with different initial weights of connections.

3.1. Learning Performance

In this section, we compare the learning performance of the five different MLPs. We show an example of the learning performance of the MLPs in Fig. 3. In this example, we
set that the conventional MLP has 30 neurons in the hidden layer. Therefore, the proposed MLPs are set that the number of neurons in the hidden layer increases until 20 during the learning.

From Fig. 3, the error of each MLP decreases. Moreover, we focus on the number of the neuron in the hidden layer. Therefore, we set that the conventional MLP is 30 neurons in the hidden layer. The proposed MLPs are set that the number of neurons in the hidden layer is 20 neurons at the stop of learning. However, we can see that the learning performance of the proposed MLPs are as well or better than the conventional MLP.

Therefore, we used the conventional MLP of 10, 20, 30, 40 and 50 neurons in the hidden layer. During the learning, the number of neurons in the hidden layer is increased until 20 and 30. We show the average of the learning performance of the MLPs in Table 1.

From Table 1 (1), we show the learning performance of the conventional MLP. We considered the best learning performance when we set 30 neurons in the hidden layer. Namely, we can say that 30 neurons is the best number of the neurons in the hidden layer. Therefore, we compare the conventional MLP and the proposed MLPs with 30 neurons in the hidden layer. From Table 1 (2), (3), (4) and (5), we show the learning performance of the proposed MLPs. We were able to obtain the performance of the proposed MLPs with 20 neurons as well or better than the conventional MLP. During the learning, the number of neurons in the hidden layer is increased until 20 at the stop of learning. We compare the learning performance of the proposed MLPs with the conventional MLP. We were able to obtain the performance of the proposed MLPs with 20 neurons as well or better than the conventional MLP with 30 neurons in the hidden layer. Thus, we were able to obtain the good performance which is the small number of neurons in the hidden layer.

From Table 2, we focus on the conventional MLP with 30 neurons in the hidden layer. During the learning, the number of neurons in the hidden layer is increased until 20 at the stop of learning. We compare the learning performance of the proposed MLPs with the conventional MLP. We were able to obtain the performance of the proposed MLPs with 20 neurons as well or better than the conventional MLP with 30 neurons in the hidden layer. Thus, we were able to obtain the good performance which is the small number of neurons in the hidden layer.

3.2. Recognition Performance

In this section, we evaluate the recognition performance. Table 2 shows the average of pattern recognition of the 26 input patterns.

3.3. Parameter Dependency

In this section, we investigate the parameter dependency. We research change of some parameters by the proposed network.

Table 1: Learning performance.

<table>
<thead>
<tr>
<th>(a)</th>
<th>(b)</th>
<th>(c)</th>
<th>(d)</th>
<th>(e)</th>
<th>(f)</th>
</tr>
</thead>
<tbody>
<tr>
<td>10</td>
<td>1.23</td>
<td>0.00813</td>
<td>0.00341</td>
<td>0.01460</td>
<td>0.00218</td>
</tr>
<tr>
<td>20</td>
<td>2.14</td>
<td>0.00321</td>
<td>0.00084</td>
<td>0.00747</td>
<td>0.00154</td>
</tr>
<tr>
<td>30</td>
<td>3.04</td>
<td>0.00282</td>
<td>0.00051</td>
<td>0.00889</td>
<td>0.00161</td>
</tr>
<tr>
<td>40</td>
<td>3.98</td>
<td>0.000296</td>
<td>0.00045</td>
<td>0.00784</td>
<td>0.00174</td>
</tr>
<tr>
<td>50</td>
<td>4.83</td>
<td>0.00330</td>
<td>0.00035</td>
<td>0.00910</td>
<td>0.00201</td>
</tr>
</tbody>
</table>

Table 2: Average of pattern recognition performance.

<table>
<thead>
<tr>
<th>(a)</th>
<th>Accuracy rate</th>
</tr>
</thead>
<tbody>
<tr>
<td>(1)</td>
<td>(2)</td>
</tr>
<tr>
<td>20</td>
<td>95.15</td>
</tr>
<tr>
<td>30</td>
<td>95.68</td>
</tr>
</tbody>
</table>
3.3.1. Change of the parameter of the logistic map

We show the learning performance as change of $\alpha$. $\alpha$ is the parameter of the logistic map. We show results of the change of $\alpha$ in Figs. 4 and 5.

![Figure 4: Learning performance as different $\alpha$ (between 3.7 and 3.825).](image)

3.3.2. Change of the starting learning time of the neurogenesis

We show the learning performance as changing the start of learning time of the neurogenesis. When this parameter is small, the generation of neurons is quickly introduced. From Fig. 6, we can see that the learning time of the quick start is better than the learning time of the slowly.

![Figure 6: Learning performance as different the start learning iteration of the neurogenesis.](image)

3.3.3. Change of the number of the neurogenesis by one generation

We show the learning performance as each number of the neurogenesis by one generation. When this parameter is large, more neurons are introduced in one generation.

![Figure 5: Learning performance as different $\alpha$ (between 3.875 and 4.0).](image)

Table 3: Learning performance as different the number of the neurogenesis by one generation.

<table>
<thead>
<tr>
<th>(a) The number of neurons by one generation.</th>
<th>(b) Average of error.</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>0.00288</td>
</tr>
<tr>
<td>2</td>
<td>0.00287</td>
</tr>
<tr>
<td>5</td>
<td>0.00257</td>
</tr>
<tr>
<td>10</td>
<td>0.00248</td>
</tr>
</tbody>
</table>

From Table 3, we can say that the error decreases by increasing the number of the generated neurons.

4. Conclusions

In this study, we showed the effectiveness of the proposed network with neurogenesis for pattern recognition. And we investigated the parameter dependency for detailed research on the influences of neurogenesis on MLP. We compared the five kinds of MLPs by pattern recognition.

We investigated in some approaches. Then, we were able to obtain the good performance by generating new neurons in the hidden layer during the learning process. However, we were able to obtain the learning performance also changed by the timing and number of neurogenesis.
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