2013 International Workshop on Nonlinear Circuits,
Communications and Signal Processing P,
NCSP'13, Isrand of Hawaii, Hawaii, USA. March 4-7, 2013 csed

Investigation of Motion Picture Processing by Two-Layer Cellular Neural Networks
Switching Coupling Templates

Kazushige Natsuno, Yoshihiro Kato, Yoko Uwate and Yoshifumi Nishio

Dept. of Electrical and Electronic Engineering, Tokushima University
2-1 Minami-Josanjima, Tokushima, 770-8506, Japan
Phone;+81-88-656-7470, FAX:+81-88-656-7471
E-mail: natsushige, kkato, uwate, nishio@ee.tokushima-u.ac.jp

Abstract only coupling template. The proposed system has only ef-
fect from the second-layer to the first-layer. The first-layer

In this paper, we propose the new system of two-layer CN{Nd the second-layer are connected by switching templates.

and investigate the output characteristics. In particular, therrom simulation results, we confirm the effective motion

proposed system is connected to first-layer and second-Igygfure processing of the proposed system.
with one coupling template. Also coupling template is

switched by each layer of input and output values. In thjs cellular Neural Network
_study,_ we investigate the output characteristics for changingp, this section, we explain about the single-layer CNN and
Input Images. the two-layer CNN.

1. Introduction 2.1 Single-layer CNN
Our society is called advanced information society. Be-

cause of this, the large size of data cause trouble over procesgy A piock diagram of the conventional single-layer CNN
ing speed. Conventional digital computation methods haé’ﬁown Fig. 1. The conventional single-layer CNN use two

problem of propessing speed. ngever analog CompUtaqgﬂwplatesB and A in processing. TemplatB is used in pro-
meth_ods are high speed processing. We focus on new e ssing of input image. Template dfis used in processing
putation model of neural networks. The concept of neur, feedback of output image

networks is neurobiology and adapted to integrated circuits.
The key features of neural networks are asynchronous paral-
lel processing, continuous-time dynamics and global interac-
tion of network elements. Cellular Neural Networks (CNN)
were introduced by Chua and Yafy. CNN is a type of
mutual coupling neural network. CNN is used the concept of ) )
cellular automatd2]. The structure of CNN is grating cou-  Figure 1: Blockdiagram of the single-layer CNN.

pling of circuit. The circuit is called a cell that has an effect The state equation and output equation are described as fol-
on each other. The structure of cell circuit is simple anal@gvs.

circuit. The cell circuit is constructed from linear capaci- gate equation of the conventional single-layer CNN
tor, linear resistors, independent voltage source, linear and

In this subsection, we explain the basic structure of the

nonlinear controlled sources. Two-layer CNN is constructed vy itr g

two conventional single-layer CNNs. The two-layer CNN has e Z Z A i, Vaki (1)

two coupling templates. In two single-layer CNN, both lay- k=i—rl=j—r

ers are effected on each other by two coupling templates. In itr gt

some image processing, the two-layer CNN is better than the + Z Z B jige,ny Ukt () + 1
single-layer CNN3]. Also, CNN with switching template is k=i—rl=j—r

better than the single-layer CNM|. (|i—kl <1, [j—1<1). (1)

In the motion picture processing, a lot of images were con-
tinuously processed with time. We consider a new systemoutput equation of the conventional single-layer CNN
which the system be processed motion picture by using the
input image and previous output image of other layer. In ()

Yy

1
this study, we propose the two-layer CNN with switching 5 (1w (8) + 1] = Jozis (8) = 1)). @)
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2.2 Two-layer CNN 3. Proposed Two-layer CNN

Figure 2 shows the block diagram of the conventional two- In this section, we explain the system of the proposed two-
layer CNN. The conventional two-layer CNN is constructddyer CNN. Figure 3 shows the block diagram of the proposed
two conventional single-layers CNN by coupling two terrsystem. The structure of the proposed system is based on the
platesC; andC,. The coupling templates are used to transenventional two-layer CNN. The feature of proposed sys-
ferred data between both layers. In addition, the conventioteth is the switching only coupling template. The coupling
two-layer CNN has been confirmed to have more efficietemplate is switched two types. The only coupling template
structure for high performance image processing. is decided by the input values of the first-layer and the out-
put values of the second-layer. The input value of each layer
are four type. Input values are switched every 1D [after
10 [r], previous output value of first-layer CNN are inputed
second-layer.

Vuiys B I —1
Vut,s 1 Vy1,,
V1, z [a O ”ill,
Vuty- Al Uy1s/
CS Vy1,-

A
47
) ) vyZZsh
Figure2: Block diagram of the two-layer CNN. Vya,s Yz,

Vy1ys
Uy1,

The state equations and output equations are described as  vy,,.
follows.

Vy13.
State equation of second-layer CNN Figure3: Block diagram of the proposed two-layer CNN.
vy 7] itr gt The algorithm of the proposed system is shown as follows.
di = Uit Z z Ai(i gk 1) Vi (1) Step 1 : We determine the difference vallg by the output
k=i—ri=j—-r valuewv,,;; of second-layer and the input valug,;; of first-
i g4r layer. The difference value is calculated by
+ Z Z Bl(i,j;k,l)vlukl<t) Dij = V2yij — Vluij- (7)
’f:i‘r lfj‘T Step 2 : The boundary value and the difference value are com-
Hroot pared. IfD;; is not 0, the template af', is used. On the other
+ Z Z Cl?(z‘,j;k,l)UZykl(t) + 1 hand, if D;; is 0, the template of’; is used. The switching
. k=i—r l:j*’r rule of coupling template is shown as follows.
(li B k| < _1 =< ). ®) Switching rule of coupling template
Output equation of first-layer CNN Di; # 0:Citemplate,

. 1 . .
vyij(t) = §(|U1WJ(75) + 1] = [vizij(t) — 11).(4) D;; = 0:Cstemplate. (8)

Step 3 : The value of each cell in the first-layer CNN is up-

State equation of second-layer CNN dated. The state equation and the output equation of first-

.. i4r +r .
dvaxiyj LA layer are described as follows.
dt 2wt k:zi;”:JZ_T 2035k V2 (1) State equation of first-layer CNN
) L dvy, zij g
dro It g = Vet Z Z At s,y Vgt (1)
+ > > Baijikayvauni(t) b I —r
k=i—rl=j—r i+r Jj+r
AK Ry + >0 Y B Uiau(t)
+ Z Z Co1(i,jik,1y Uiyt (t) + T2 ki =1
k=i—rl=j—r i+r  g+r
(Ji—k[ <1, [1-1<D). (5) + Z Z Cs (i, 5k, Dva,yr(t) + 1

k=i—rl=j—r

Output equation of second-layer CNIN
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Outputequation of first-layer CNN

Using two type of coupling templates are described as fol-

. 1 .
v yif(t) = (v, 2ij(8) + 1| = |vi,zi(8) — 1) lows.
(a=1,2,3,4), (10) Coupling templates:
where,a means number of input and output images. 01 01 01
Step 4 : The value of each cell in the second-layer CNN is Ci=1]01 -15 01 |,
updated. Until 10 [}the state and the output equations are 0.1 01 0.1
described Egs. (11) and (12), respectively. After Dthe 007 0.1 007
state and th(_e output equations are described Egs. (13) and Co=101 032 01 (16)
(14), respectively. 007 0.1 007
State equation of second-layer CNN (until ZQ)[ :
dva, xij o
i = —U24ij + Z Z Ao i1y V2ryki ()
k=i—rl=j—r
i+r  g+r

+ >0 Y Baggwnvaum(t) + Iz

k=i—rl=j—r

(li—kl <1, [j—1[<1). (11)

Output equation of second-layer CNN (until 1) :

. 1 ) .
vagig() = 5(laii(®)+ 1] = oa,ij(0) — 1)). (12 o

State equation of second-layer CNN (after 1) [~

dvexi) AR )
2
- —V2,0ij + Z Z Ao, gk, 1) Vaykl (1)
k=i—rl=j—r
i+r  g+r

+ Z Z Boi jiknyviyki(t) + Iz

k=i—rl=j—r

(li—kl[ <1, [j=I<1). (13)

(d)
Figure4: Input images of first-layer. (a) Input image from O

Output equation of second-layer CNN (after Z()[:

v, yij(t) = 1(|1121:m‘j(t) + 1| — |vg, wij(t) — 1]). (14) [7]. (b) Inputimage from 10 [f (c) Input image from 20

2 [7]. (d) Input image from 30 [}
Step 5: Step 1 to Step 4 are repeated every 0.6D5 [ In Fig. 4(a), a parson of right side is moving object. In
4. Simulation Results Fig. 4, the parson is moving on to right side from left side.

Figure 5 is used first input image of first-layer and initial state

In this section, we show simulation results of the motian ¢ hi Th its of th d "
picture processing by using the proposed system. In this s|fjages of each fayers. € resufts of Ine proposed system

ulation, we use thed x 3 inverse hal ftoning’ template, are shown in Figs. 6 and 7. Figure 6 shows the output im-

o ; ages of the first-layer CNN. Figure 7 shows the output im-
which is found in[5]. Templates4, B, thresholdl; andl; of . -
each layer are assigned as follows. ages of the second-layer CNN. Figs. 6(b) and 7(c) are similar

. results. And Figs. 6(c) and 7(d) are similar results. We com-
The template of proposed system : pare four images in Fig. 6. The moving object of Fig. 6(a) is
changed gray-scale value in Fig. 6(b). In Fig. 6(b), moving

A1 = A =0 object of previous output is appeared. Moreover the mov-
0.07 0.1 0.07 ing object of previous output has the characteristic of inverse

By = By=|01 032 01 |, gray-scale values. In comparison of Figs. 6(a) and (c), two
0.07 0.1 0.07 previous moving object of Fig. 6(c) is similar gray-scale val-

I, = LLb=0. (15) ues of Fig. 6(a). Though, output of Fig. 6(c) is more dilute
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Figure5: First input image of first-layer and initial state im- (®)

ages of each layer.

(©

Figure 7: Output images of second-layer CNN. (a) Output
(b) image at 10 [}. (b) Output image at 20r. (c) Output image
at 30 [1]. (d) Output image at 40 [ir

CNN. The first-layer and the second-layer are connected
switching templates. From simulation results, we could say
that the proposed system makes it possible to characterize the
time course characteristic of moving object.

In the future works, we would like to process the proposed
CNN for difficult processing.

(d)
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