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Abstract—The paper proposes a novel concept of a
complex network for the Particle Swarm Optimization
(PSO); Independent-minded PSO (IPSO). Particles of the
standard PSO always fly toward its own past best position
(pbest) and the best position among the swarm (gbest). On
the other hand, in the proposed IPSO, whether each particle
and the swarm affected each other is stochastically decided
according to a fixed parameter called “Cooperativeness”.
We confirm behavior of IPSO and its effectiveness by ap-
plying it to various benchmarks.

1. Introduction

Particle Swarm Optimization (PSO) [1] is an algorithm
to simulate the movement of flocks of birds. Due to the
simple concept, easy implementation and quick conver-
gence, PSO has attracted much attention and is used to
wide applications in different fields in recent years. Each
particle position is updated according to its personal best
position pbest and the best particle position among the
whole swarm gbest. In other words, all the particles are
fully-connected and always influence each other.

Meanwhile, in the real world, we are spending our life
influencing each other in the human community, and it is
important not to just depend on other people, but also to
have own sense of independence.

On the other hand, various topological neighborhoods
for PSO have been considered by researches [2]–[7]. In
these search, each particle shares its best position among
neighboring particles on the network. In other words,
it is an application of the network topology to the par-
ticle swarm. Thus, investigations of the suitable net-
work for PSO, especially using complex networks such as
small-world network [8], have attracted attention in these
years [9], [10].

In this study, we propose a novel application of the
complex network to PSO; an Independent-minded Particle
Swarm Optimization (IPSO). The most important feature
of IPSO is that it is decided stochastically that each particle
depends on gbest or becomes independent from the swarm
and moves depending only on pbest. In other words, the
particles are not always connected each other, and they act
with self-reliance.

We apply the proposed IPSO to four benchmark opti-
mization functions containing unimodal and multimodal
functions, and investigate the behavior of IPSO by carrying
out the simulation using different the probability of inde-
pendence. IPSO is compared with various PSO, and from
results, we confirm that IPSO can effectively enhance the
searching efficiency for the multimodal functions. The re-
sults show that it is better that the particles value own infor-
mation and are sometimes affected by the swarm, instead of
being completely dependent on others.

2. Independent-minded Particle Swarm Optimizer
(IPSO)

In the algorithm of the PSO, multiple potential solutions
called “particles” coexist. At each time step, each particle
flies toward its own past best position (pbest) and the best
position among all particles (gbest). In other words, they
always influence each other. In this study, we propose the
novel concept of the complex network; the Independent-
minded PSO (IPSO). The particles of IPSO have indepen-
dence, thus, it is decided stochastically whether they are
connected to others at every step. In other words, they are
not always affected by gbest and their pbest does not al-
ways affect the swarm.

Each particle has two informations; position and veloc-
ity. The position vector of each particle i and its veloc-
ity vector are represented by Xi = (xi1, · · · , xid, · · · , xiD)
and Vi = (vi1, · · · , vid, · · · , viD), respectively, where (d =
1, 2, · · · ,D), (i = 1, 2, · · · ,M).

(Step1) (Initialization) Let a generation step t = 0. Ran-
domly initialize the particle position Xi (xid ∈ [xmin, xmax]),
initialize its velocity Vi to zero, and initialize Pi =

(pi1, pi2, · · · , piD) with a copy of Xi. Evaluate the objec-
tive function f (Xi) for each particle i and find Pg with the
best function value among all the particles.
(Step2) Decide whether each particle i is connected to
the others according to randi which is a random number
(∈ (0, 1)) for the particle i. If randi ≤ C, the particle i is
connected to other particles. If not, the particle i is iso-
lated from the swarm, then, it and others does not affect
each other. C is a constant cooperativeness coefficient
which is the independence probability of the particles.
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Table 1: Four Test Functions.

Function name Test Function Initialization Space Criterion

Sphere func.; f1(x) =
D∑

d=1

x2
d, x ∈ [−5.12, 5.12]D, 0.01

4th De Jong’s func.; f2(x) =
D∑

d=1

dx4
d, x ∈ [−1.28, 1.28]D, 0.01

Ackley’s func.; f3(x) =
D−1∑
d=1

(
20 + e − 20e−0.2

√
0.5(x2

d+x2
d+1)

−e0.5(cos(2πxd)+cos(2πxd+1))
)
, x ∈ [−30, 30]D, 1.0

Stretched V sine wave func.; f4(x) =
D−1∑
d=1

(x2
d + x2

d+1)0.25
(
1 + sin2(50(x2

d + x2
d+1)0.1)

)
, x ∈ [−10, 10]D 10

(a) (b) (c) (d)

Figure 1: Test functions with two variables. First and second variables are on the x- and y-axis, respectively, and z-axis
shows its function value. (a) Sphere function. (b) 4th De Jong’s function. (c) Ackley’s function. (d) Stretched V sine wave
function.

(Step3) Evaluate the fitness f (Xi) for each particle i. Up-
date the personal best position (pbest) as Pi = Xi if f (Xi) <
f (Pi).
(Step4) Let Pg represents the best position with the best
pbest among particles being connected to others (gbest).
Update gbest Pg = (pg1, pg2, . . . , pgD) according to

g = arg min
i

f (Pi), randi ≤ C. (1)

In other words, even if the f (Pi) is the minimum pbest
among all the particles, gbest is not updated if i is not con-
nected to others.
(Step5) Update Vi and Xi of each particle i according to

Vi(t + 1) =
wVi(t) + c1r1(Pi − Xi(t)) + c2r2(Pg −Xi(t)),

randi ≤ C
wVi(t) + c1r1(Pi − Xi(t)), randi > C

(2)

Xi(t + 1) = Xi(t) + Vi(t + 1), (3)

where w is the inertia weight determining how much of the
previous velocity of the particle is preserved. c1 and c2 are
two positive acceleration coefficients, generally c1 = c2.
r1 and r2 are d-dimensional uniform random number vec-
tors from U(0, 1). These equations mean that whether each
particle is affected by gbest is decided at random with the

cooperativeness C. When C = 0, all the particles move de-
pending only on own pbest, and when C = 1, the algorithm
is completely the same as the standard PSO.
(Step6) Let t = t + 1 and go back to (Step2).

3. Simulation

In order to evaluate the performance of IPSO, we use 4
benchmark optimization problems summarized in Table 1.
f1 and f2 are unimodal functions, and f3 and f4 are mul-
timodal functions with numerous local minima. The opti-
mum solution X∗ of all the functions are [0, 0, . . . , 0], and
its optimum value f (X∗) is 0. All the functions have D vari-
ables, in this study, D = 30. The landscape maps of bench-
mark functions with two variables are shown in Fig. 1.

We compare IPSO with three PSOs; the standard PSO
(PSO), PSO whose two acceleration coefficients are dif-
ferent (PSO2) and IPSO which use either gbest or pbest
(IPSO2). Features of each algorithm are follows:
PSO: This is the standard PSO and is completely same as
IPSO with C = 1. The velocities of all the particles are up-
dated depending on its pbest and gbest at every generation.
PSO2: This is the standard PSO with different acceleration
coefficients. All the particles are updated depending on its
pbest and gbest at every generation, however the accelera-
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Figure 2: Simulation results of three PSOs using different C to four benchmarks. (a) Sphere function. (b) 4th De Jong’s
function. (c) Ackley’s function. (d) Stretched V sine wave function.

tion coefficient of gbest depends on the value of C, as

Vi(t + 1) = wVi(t) + c1r1(Pi − Xi(t)) + c2r2C(Pg − Xi(t)).

IPSO: This is the proposed PSO. It is decided according to
the cooperativeness C whether each particle is connected
to others. If the particle is connected to others, it is up-
dated depending both on pbest and gbest, but otherwise, it
depends only on own pbest, according as Eq. (2).
IPSO2: In IPSO2, it is decided according to the coopera-
tiveness C whether each particle is connected to others, as
the original IPSO. However, each particle is updated de-
pending either on pbest or gbest as

Vi(t + 1) =

wVi(t) + c2r2(Pg − Xi(t)), randi ≤ C
wVi(t) + c1r1(Pi − Xi(t)), randi > C.

For all PSOs, the population size M is set to 36, and the
parameters are set as w = 0.7 and c1 = c2 = 1.6. In or-
der to investigate the behavior of PSO2, IPSO and IPSO2,
we carry out simulations using different cooperativeness C
from 0 to 1.0. The maximum generation are set to 3000
for all the benchmarks, and the results are evaluated in an
achievement rate of the criterion attainment over 100 trials.

3.1. Experimental Results

Figure 2 shows respective mean results and their
achievement rate over 100 runs in different cooperativeness
C. Note that the standard PSO used C = 1.0 for all the sim-
ulations. The best mean result among different C, and its
value of C and achievement rate [%] are listed in Table 2.

As shown in Figs. 2(a) and (b), in IPSO for the unimodal
functions, the case that all the particles are connected each
other at every generations was the most effective, namely
C = 1.0. In other words, the standard PSO was the most
suitable to unimodal functions. Then, let us consider the
importances of gbest and pbest for the unimodal functions
from the results of PSO2 and IPSO2. In the results of
PSO2, the larger acceleration rate of gbest was able to ob-
tain better result, especially, it obtained effective results
when the acceleration rate of gbest was about from 90 to
100 percent of that of pbest (C = 0.9–1.0). Moreover, for
IPSO2, the performance was effective when the particles
moved depending on gbest in almost generations and on
pbest in about every 10 generations. From these results, we
can say that quick communication to the swarm is more im-
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Table 2: Comparison results of four PSOs on 4 test functions.
D f PSO PSO2 IPSO IPSO2

30

f1

Best avg. 4.73e-51 4.73e-51 4.73e-51 1.12e-22
C - 1.0 1.0 0.9

Achievement 100% 100% 100% 100%

f2

Best avg. 9.08e-76 5.07e-99 9.08e-76 3.02e-39
C - 0.9 1.0 0.9

Achievement 100% 100% 100% 100%

f3

Best avg. 16.87 16.87 0.98 8.01
C - 1.0 0.5 0.5

Achievement 2% 2% 85% 25%

f4

Best avg. 18.6 18.68 6.92 7.69
C - 1.0 0.06 0.04

Achievement 7% 7% 86% 78%

portant for the unimodal functions than a particle diversity.
Meanwhile, for f1 and f2, there were insignificant differ-
ences between the best mean results of four PSOs, as shown
in Table 2. All the PSOs obtained 100% achievement rate.

In contrast, the changes in results depending on C for the
multimodal functions were distinctly different from that for
the unimodal functions. When the particles were little af-
fected by gbest, the proposed IPSO obtained more effective
results than when it was fully-connected (C = 1.0). As the
results of IPSO2, IPSO with about C = 0.5 was effective
for Ackley function f3, and C = 0.02–0.8 was suitable for
Stretched V sine wave function f4. These results mean that
the particle diversity is more important for the multimodal
functions than the quick communication. At the same time,
the proposed IPSO obtained high achievement rate as 85
and 86% for f3 and f4, respectively. It is the significant im-
proved performances from the standard PSO, and the stan-
dard PSO has never obtained the same results although its
parameters were changed as PSO2.

From these results, we can say that instead of connect-
ing to all the particles, we can obtain better performance
that the particles value own information and are sometimes
affected by others. It is the interesting result, and the same
is equally true of the human relationship in the real world.

4. Conclusions

In this study, we have proposed the Independent-minded
Particle Swarm Optimization (IPSO). The particles of
IPSO act with its sense of independence. Whether each
particle is affected by the swarm and itself also affects the
swarm is decided stochastically according to the fixed pa-
rameter “Cooperativeness”.

We have applied IPSO to various benchmark functions
containing unimodal and multimodal functions. From re-
sults, we have confirmed that the fully-connected IPSO,
namely the standard PSO, was suitable for the unimodal
functions because it can quickly transmit each particle in-
formation to the whole swarm. On the other hand, for

the multimodal functions, IPSO, whose particles were lit-
tle affected by the swarm, significantly improved the fully-
connected PSO. This is because PSO with C < 1.0 brings
diversity to the swarm and the particles can easily get out
from the local optima. From these results, we can say that
instead of connecting to all the particles, it is better that the
particles value own information and are sometimes affected
by others. In addition, we have confirmed a possibility of
an appropriate value of C depending on the kinds of op-
timization problems. Our future problem is to investigate
the association between the performance of IPSO and its
parameters such as the cooperativeness C and the popula-
tion size M.
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