Synchronization in Two Polygonal Oscillatory Networks Sharing a Branch
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Abstract—In this study, synchronization phenomena observed in two coupled polygonal oscillatory networks sharing a branch is investigated. We focus on the phase difference between two oscillators which are coupled to the shared branch of the two polygonal networks. By computer simulations, we observe that synchronization state of the shared oscillators depends on the number of coupled oscillators of the each polygon network.

I. INTRODUCTION

Synchronization, in particular, is one of the most important features that can be described and explored with the help of oscillators, because, upon their coupling, strongly correlated rhythms among the oscillators emerge, called synchronized states. Synchronization phenomena have been extensively reported in physical [1]-[4], biological [5],[6] and electrical [7],[8] systems.

Moreover, there are several types of polygon network structures (e.g. Honeycomb structure and crystal structure) exists in the natural science. For the studies of large-scale network using coupled oscillators, a ring, a ladder and a two dimensional array structure are often investigated. However, there are not many discussions about coupled polygonal oscillatory networks by using electrical oscillators.

In this study, synchronization phenomena in two coupled polygonal oscillatory networks is investigated. Two polygonal oscillatory networks is shared a branch of two networks as shown in Fig. 1. First, we consider the two triangle oscillatory networks are shared by a branch. By using computer simulations and theoretical analysis, the phase difference and the amplitude of each oscillator are discussed. Furthermore, we investigate the phase difference between the shared oscillators when two polygonal (quadrilateral, pentagon, hexagon and heptagon) oscillatory networks are coupled.

II. TWO COUPLED TRIANGLE OSCILLATORY NETWORKS

We consider the two coupled triangle oscillatory networks sharing a branch as a first circuit model.

A. Circuit Model

The circuit model of two coupled triangle oscillatory networks sharing the branch is shown in Fig. 2.

We assume that the $v_k - i_{Rk}$ characteristics of the nonlinear resistor in each oscillator is given by the following third order polynomial equation,

$$i_{Rk} = -g_1 v_k + g_3 v_k^3 \quad (g_1, g_3 > 0), \quad (k = 1, 2, 3, 4).$$

The normalized circuit equations governing the circuit in Fig. 2 are expressed as

The first oscillator

$$\begin{cases}
\frac{dx_1}{d\tau} = \varepsilon \left(1 - \frac{1}{3} x_1^2\right) x_1 - (y_{a1} + y_{b1} + y_{c1}) \\
\frac{dy_{a1}}{d\tau} = \frac{1}{3} \left\{ x_1 - \eta y_{a1} - \gamma (y_{a1} + y_{a2}) \right\} \\
\frac{dy_{b1}}{d\tau} = \frac{1}{3} \left\{ x_1 - \eta y_{b1} - \gamma (y_{b3} + y_{b4}) \right\} \\
\frac{dy_{c1}}{d\tau} = \frac{1}{3} \left\{ x_1 - \eta y_{c1} - \gamma (y_{b4} + y_{c1}) \right\}
\end{cases}$$

Fig. 1. General two coupled polygonal network oscillators.
i_{ak} = \sqrt{\frac{g_1}{3g_3}} \sqrt{\frac{C}{L}} y_{ak}, \quad i_{bk} = \sqrt{\frac{g_1}{3g_3}} \sqrt{\frac{C}{L}} y_{bk},
\varepsilon = g_1 \sqrt{\frac{L}{C}}, \quad \gamma = R \frac{C}{L}, \quad \eta = \frac{r_m}{\sqrt{L}} \frac{C}{L}.

(k = 1, 2, 3, 4).

In this equations, \( \gamma \) is the coupling strength and \( \varepsilon \) denotes the nonlinearity of the oscillators.

B. Synchronization Phenomena

For the computer simulations, we calculates Eqs. (2)-(5) using a fourth-order Runge-Kutta method with the step size \( h = 0.005 \). The parameters of this circuit model are fixed as \( \varepsilon = 0.1, \gamma = 0.1, \eta = 0.0001 \).

Figure 3 shows the time wave form of the voltage charged at the capacitance of each oscillator. From this figure, we can see that the first and the second oscillators are synchronized at in-phase (phase difference: 0 degree). While, the other combination oscillators synchronize with anti-phase (phase difference: 180 degree). Furthermore, the amplitude of between the first/second and the third/fourth oscillators has small difference. The phase plane of each combination oscillator is shown in Fig. 4.

\[ \frac{dx_3}{d\tau} = \varepsilon \left(1 - \frac{1}{3} x_3^2 \right) x_3 - (y_{a3} + y_{b3} + y_{c3}) \]
\[ \frac{dy_{a3}}{d\tau} = \frac{1}{3} \left( x_3 - \eta y_{a3} - \gamma (y_{a3} + y_{b3}) \right) \]
\[ \frac{dy_{b3}}{d\tau} = \frac{1}{3} \left( x_3 - \eta y_{b3} - \beta \gamma (y_{a3} + y_{b3}) \right) \]
\[ \frac{dy_{c3}}{d\tau} = \frac{1}{3} \left( x_3 - \eta y_{c3} \right) \]

[Fourth oscillator]
\[ \frac{dx_4}{d\tau} = \varepsilon \left(1 - \frac{1}{3} x_4^2 \right) x_4 - (y_{a4} + y_{b4} + y_{c4}) \]
\[ \frac{dy_{a4}}{d\tau} = \frac{1}{3} \left( x_4 - \eta y_{a4} - \gamma (y_{a4} + y_{b4}) \right) \]
\[ \frac{dy_{b4}}{d\tau} = \frac{1}{3} \left( x_4 - \eta y_{b4} - \beta \gamma (y_{a4} + y_{b4}) \right) \]
\[ \frac{dy_{c4}}{d\tau} = \frac{1}{3} \left( x_4 - \eta y_{c4} \right) \]

where
\[ t = \sqrt{LC} \tau, \quad v_k = \sqrt{\frac{3g_3}{g_1}} x_k, \]

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure3.png}
\caption{Time wave form of the voltage charged at the capacitance of each oscillator.}
\end{figure}

\begin{figure}[h]
\centering
\includegraphics[width=\textwidth]{figure4.png}
\caption{Phase plane of each oscillator.}
\end{figure}
C. Theoretical Analysis

In this section, we explain the theoretical analysis by using the averaging method for the circuit equations (2)-(5) obtained from Fig. 2. Here, we consider the case of that the tiny resistance \( r_m \) does not exist (\( \eta = 0 \)).

First, Eq (2) can be described by second order nonlinear differential equation as follows.

\[
\frac{d^2 x_1}{d\tau^2} + x_1 = \varepsilon (1 - x_1^2) \frac{dx_1}{d\tau} + \frac{1}{3} \gamma Y_1 \equiv F_1
\]

(6)

\[
\frac{dY_1}{d\tau} + \frac{2}{3} \gamma Y_1 = x_1 + \frac{1}{3} x_2 + \frac{1}{3} x_3 + \frac{1}{3} x_4
\]

(7)

where,

\[ Y_1 \equiv y_a + y_3 + y_b + y_d + y_e. \]

Equation (7) is the first order linear differential equation.  The solution is given as following equation.

\[
Y_1 = e^{-\frac{2}{3} \gamma \tau} \int e^{\frac{2}{3} \gamma \tau} \left( x_1 + \frac{1}{3} x_2 + \frac{1}{3} x_3 + \frac{1}{3} x_4 \right)
\]

\[ + C e^{-\frac{2}{3} \gamma \tau} \]

\[ (C : \text{const.}) \]

(8)

In the steady state, the second term of Eq. (8) becomes to zero.

Next, let assume the solution of Eq. (6) is

\[
x_k(\tau) = \rho_k \sin(\tau + \theta_k).
\]

(9)

We pay attention to treat the non-resonance system and apply for the averaging method to Eq. (6). We obtain \( \dot{\rho}_1 \) and \( \theta_1 \) as follows.

\[
\dot{\rho}_1 = \lim_{\tau \to \infty} \int_0^\tau \varepsilon F_1 \cos(\tau + \theta_1) d\tau
\]

\[
\dot{\theta}_1 = \lim_{\tau \to \infty} \int_0^\tau \frac{\varepsilon}{\rho_1} F_1 \sin(\tau + \theta_k) d\tau
\]

(10)

By solving the above equations, Eqs. (11) and (12) are obtained.

\[
\dot{\rho}_1 = -\frac{\varepsilon \gamma}{3(4 \gamma^2 + 9)} \left\{ 9 \rho_1 + 2 \gamma \rho_2 \sin(\theta_1 - \theta_2) - 3 \rho_2 \sin(\theta_1 - \theta_2) + 2 \gamma \rho_3 \sin(\theta_1 - \theta_3) - 3 \rho_3 \sin(\theta_1 - \theta_3) + 2 \gamma \rho_4 \sin(\theta_1 - \theta_4) - 3 \rho_4 \sin(\theta_1 - \theta_4) \right\}
\]

(11)

\[
\dot{\theta}_1 = -\frac{\varepsilon \gamma}{3(4 \gamma^2 + 9)} \left\{ 6 \gamma \rho_1 + 2 \gamma \rho_2 \cos(\theta_1 - \theta_2) - 3 \rho_2 \sin(\theta_1 - \theta_2) + 2 \gamma \rho_3 \cos(\theta_1 - \theta_3) - 3 \rho_3 \sin(\theta_1 - \theta_3) + 2 \gamma \rho_4 \cos(\theta_1 - \theta_4) - 3 \rho_4 \sin(\theta_1 - \theta_4) \right\}
\]

(12)

We also apply the averaging method to Eqs. (3)-(5) as similarity.

In the steady state,

\[
\dot{\rho}_k = 0 \quad \text{and} \quad \dot{\theta}_k = 0
\]

(13)

\[ (k = 1, 2, 3, 4). \]

must be satisfied. We obtain the solutions as follows.  For the amplitude:

\[
\rho_k = \sqrt{1 - \frac{8 \gamma}{3 \varepsilon (4 \gamma^2 + 9)}}
\]

(14)

\[ (k = 1, 2). \]

\[
\rho_k = 2
\]

(15)

\[ (k = 3, 4). \]

For the phase difference:

\[
\theta_1 - \theta_2 = 0.
\]

(16)

\[
\theta_3 - \theta_2 = \theta_3 - \theta_4 = \theta_4 - \theta_1 - \theta_4 - \theta_2 = \pi.
\]

(17)

We confirm that the first and the second oscillators are synchronized in-phase.  Other combination oscillators synchronize with anti-phase.  These theoretical results correspond with the computer simulation results.  Table I summarizes the comparison between theoretical and simulation results when the parameters are set as \( \varepsilon = 0.1 \) and \( \gamma = 0.1 \).  From this table, we can see that they match very well.

<table>
<thead>
<tr>
<th>( \rho_1, \rho_2 )</th>
<th>( \text{Theory} )</th>
<th>( \text{Simulation} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \rho_3, \rho_4 )</td>
<td>( 1.765 )</td>
<td>( 1.790 )</td>
</tr>
<tr>
<td>( \rho_5, \rho_6 )</td>
<td>( 2.000 )</td>
<td>( 1.979 )</td>
</tr>
</tbody>
</table>

TABLE I

Comparison between theoretical and simulation results for the amplitude.
D. Case for polygonal network ($N \geq 6$)

Finally, we investigate synchronization phenomena in several types of two coupled polygonal oscillatory networks as shown in Fig. 5. The computer simulation result of the phase difference between the shared oscillators of each network structure are summarized in Tab. II. From this table, we can see that the shared (the first and the second) oscillators are synchronized at anti-phase state when the number of the coupled oscillators of each polygonal network is even number. While in the case of that the number of the coupled oscillators of each polygonal network is odd number, the shared oscillators can not synchronized at anti-phase state.

<table>
<thead>
<tr>
<th>Number of oscillators</th>
<th>Oscillator type</th>
<th>Phase</th>
</tr>
</thead>
<tbody>
<tr>
<td>N=6 (quadrilateral)</td>
<td>Shared osc. (1-2)</td>
<td>180° (anti-phase)</td>
</tr>
<tr>
<td></td>
<td>Independent osc.</td>
<td>180° (anti-phase)</td>
</tr>
<tr>
<td>N=8 (pentagon)</td>
<td>Shared osc. (1-2)</td>
<td>107.2°</td>
</tr>
<tr>
<td></td>
<td>Independent osc.</td>
<td>152.8°</td>
</tr>
<tr>
<td>N=10 (hexagon)</td>
<td>Shared osc. (1-2)</td>
<td>180° (anti-phase)</td>
</tr>
<tr>
<td></td>
<td>Independent osc.</td>
<td>180° (anti-phase)</td>
</tr>
<tr>
<td>N=12 (heptagon)</td>
<td>Shared osc. (1-2)</td>
<td>128.5°</td>
</tr>
<tr>
<td></td>
<td>Independent osc.</td>
<td>158.7°</td>
</tr>
</tbody>
</table>

III. Conclusion

In this study, we investigated synchronization phenomena in two coupled polygonal oscillatory networks sharing the branch. By computer simulations, we confirmed that synchronization state of the shared oscillators depends on the number of coupled oscillators of the each polygonal network. We assume that the shared oscillators synchronize to make balance for whole system. In order to make clear the mechanism of such synchronization, to discuss a power consumption of coupled resistor and to analyze the stability of solutions obtained from the averaging method in detail are our future works.
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