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Abstract for the information extraction, which is the so-called second-
order feature4].

In this paper, a color texture boundary detection using cellulaic T in et al. have proposed the texture segregation as the
neural network; (CNN) is presented. The approach is simi@j{”y vision using CNN§]. They have confirmed the tex-

to the early vision system of the human brain. The proposggle houndary detection with high accuracy by using the first-
algorithm has been tested on synthetic color texture imagesy second-order features. However, the first- and second-
Additionally, we carry out the error evaluation between ideglqer features are created respectively, unlike the early vision
boundaries and detected boundaries. From our simulatiof&yiem of the human brain. Additionally, in their research, a
we confirm that the boundaries can be detected like humagsre input image is the gray-scale image unlike the human

sensation. visual system, and we think that the color information is one
of the basic visual features for understanding the visual field.
1. Introduction In this paper, a color texture boundary detection using
CNN is presented. The approach is similar to the early vi-
Researchers in recent decades have elucidated the sigj system of the human brain. The proposed algorithm for
transduction in the retina and the function of the visual cQfe texture boundary detection consists of the proposed and
tex. The highly flexible nature of the neural circuits in thge conventional CNN. The proposed CNN can treat the color
visual cortex, especially the early vision, has been an intergstormation and can consider the first- and second order fea-
ing subject for studying and developing the neural plasticityes at the same time like the early vision system. The pro-
Cellular Neural Networks (CNN) were introduced by Chuggsed algorithm has been tested on the synthetic color texture
and Yang in 19881] and are one of the neural circuits inmages. Additionally, we carry out the error evaluation be-
the retina. The idea of CNN was inspired from the architegyeen the ideal boundaries and the detected boundaries. From
ture of the cellular automata and the neural networks. Unlikgr simulations, we can confirm that the boundaries can be

the conventional neural networks, CNN has local connectijatected based on the first- and second-order features like the
ity property. CNN can be used for various applications of thgyman visual system.

image processing’].

The early vision represents the first stage of the visual pro-
cessing. These mechanisms are operated in parallel acBesBroposed algorithm for texture boundary detection
the visual field and are believed to be used for detecting the
most basic visual features, such as contrast, edge, grouping} this section, we present the proposed algorithm for the
brightness and lightness. A. K. Jain and F. Farrokhfja [color texture boundary detection using CNN. Figlishows
confirmed as follows. There are two fundamental featurestii¢ flowchart of the proposed algorithm. Following subsec-
the human visual system: one is that th@etience of light ti_ons are going to introduce each block of the proposed algo-
intensity projects into the retina, the other is that the behavihm-
of the retina is similar to the band-pass filtering. These facts
implicate that the abr.upt chang_es on t_he light intensity Wil 1 conversion method using HSB model
cause the stronger stimulation in the visual cortex and those
abrupt changes are called first-order feature. K. Obermayein the first step of the proposed algorithm, the synthetic
and G. G. Blasde confirmed an orientation-selective neurlor texture image is converted to three gray-scale images
which is sensitive to the areas of lines and boundaries, callesihg HSB model. HSB model is similar to the perception of
simple cells. The receptive field of the simple cells can @man, hence it is suitable for a treatment of the color infor-
modeled by the Gabor function, and it has been widely usadtion. Therefore, HSB model is used for the color texture
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Equations of two-layer:
AVia jj i+r j+r
boundary detection in the proposed algorithm. From this con- oTt L= v+ Zkzi_r lej_r Agi.jikd) Vyzki (D)
version step, we can obtain the three gray-scale images. ior jar
+ Zk:ifr ZI:H B, sk Vurki (t)
i+r j+r
2.2. Histogram analysis + Zkzif, ZI:j—r Cei sy Vyria (8)
In the second step of the proposed algorithm, three types + - " CopnVan® + 1, (2
p prop g yp keior Zl=jor
of density histogram are created from each gray-scale image
in order to decide a parameter in the proposed CNN. The pa- d _ _
. . Vx2ij i+r j+r
rameter in the proposed CNN represent the input method of = Vi + _  Ani ik (t)
. dt ! k=i-r I=j-r .5k ¥y2
the three gray-scale images. Because the proposed CNN has ar or
three single CNNs, the three gray-scale images in the previ- + Zkzi_, Imjor Bag. iy Vuzki (1)
ous step are inputted to each layer of the proposed CNN. We i jar
decide the inputted gray-scale image from the three types of * Zkzi—r ZH CagamnVonn® + 1z, ®)
density histogram, because we do not know which gray-scale
image should be inputted to each layer of the proposed CNR), Three output equations:
in this input step. Vi (1) = (Vi) + 1 = v (t) — 10), (4)
i Vyzij (1) = $(Vaii(®) + 2 — vy () — 1), (5)
2.3. CNN based on hybrid-feature (HF-CNN g
y ( ) Waii® = Sven® + 1 - My ® - 1), (©)

Figure2 shows the structure of CNN based on the first- an q dani
second-order features, so-called the hybrid-feature CNN ( f_?]revx,”vy, an vu_re||oresent a Stat?j’ an output ag an input
CNN). HF-CNN consists of three single CNNs. In particula?, the cell, respectively. In Egs2Yand @), C, C, andC, are

one of the three layers is called the isolate layer and the otﬂk?rrrfOUpl'ngl templ?tes |rr11t|roduc_ed|_;[g (é)lt:ﬁle eacE layer. fol
two layers are called the two-layer. Hence, the isolate layer e templates of each layer in HF- are shown as fol-

influences one layer of the two-layer, and the two-layer infl IWS. | fisolate | ]
ence each other. Namely, the isolate layer is not influenckgnPlate of isolate layer:

by other layers. 01 015 o1 0 0 0
The dynamical system equations associated with HF-CN, = [ 015 o a5 [, B =| 0 0o o, I, =0 (7)
are described by the following equations: 01 015 01 0 0 0
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Templates of two-layer:

Template 1:

Full Wave Rectification Templfig

) Template 2: Smoothing with Binary Templ§bé
0 cosQy 0 0 0 0 Template 3: Heat GQjusion Templat¢g].
AL =| cosox ~@3+1? cosox |, Bi=| 0 0o o], l1=0  Template 4: Gradient Templaf€].
0 cosQy 0 | 0 0 0 Template 5: Logic AND Templafé].
) 8) Template 6: Binary Threshold Templd.
0 cosx 0 0 0 0 ] Template 7: Skeltonization Templd63.
Ao =| cosy -(B+1)? cosy |, Bo=] 0 2 o [,l,=o0
0 cosx 0 [0 0 0 Finally, we can obtain the result of the texture boundary
_ ) detection through a series of steps as Fig.
Coupling template :
a a a 3. Color texture boundary detection results
C=la 0 al a=Mi -Vl (10) i1 this section, we show results of the color texture bound-
a e e ary detection using the proposed algorithm. All input images
0 sindy 0 have 4 textures with 256 256 pixels.
Cy =] -sinax 0 sinQx (12)
0 —sinQy 0
0 —sinQx 0
C, =| sinqy 0 —sinQy (12)
0 sinQx 0

First-Order Feature ExtractionAs the introduction in the
Section 1, the first-order feature represents the boundary in
which the intensity of light suddenly changes. This fact im-
plies that the first-order feature can be obtained by using the
Gaussian operation and the Gradient operation. Therefore, in
HF-CNN, the template of the isolate layer as EQ.4nd the
coupling template as EqL(Q) have an ability of the Gaussian
operation and of the Gradient operation, respectively. By the
effect of this setting, the first-order feature can be created.

Second-Order Feature ExtractiorAs the introduction in
the Section 1, the simple cells can be modeled by the Gabor
filter operation Egs.q), (9), (11) and (L2). In the Gabor filter
template, there are two parameters(gsand Q. We can
control the 4 types orientations45°, 0°, 45° and 90) of the
Gabor filter template by changing, andQ,. Namely, we Figure 3:Simulation results for synthetic color texture input
can obtain 4 output images corresponding to each orientatigidge using the proposed algorithm. (a) Inputimage. (b) De-
from HF-CNN. tection result for Fig:3(a). (c) Input image. (d) Detection

Hybrid-Feature The first-order feature is created in theesult for Fig.3(c).
isolate layer and the coupling part from the isolate layer to
two-layer. Additionally, in the two-layer, the second-order
feature is created with considering the first-order feature obFigures3(a) and (c) show the input images which is the
tained by the isolate layer. Therefore, the output image frgiynthetic color texture. Figure¥b) and (d) show results of

HF-CNN has the hybrid-feature combining the first- and tfige texture boundary detection using the proposed algorithm.
second-order features. In Fig. 3(b), the boundaries of each texture can be detected

well. On the other hands, in Fig(d), we think that it is
difficult to detect the accurate boundaries of the some textures
including the nonperiodic feature.

In the fourth step of the proposed algorithm, the output im-
ages using HF-CNN are processed by using templates in gnegyaluation of detection performance
conventional CNN. The templates in the proposed algorithm
are founded ing] and [6].

2.4. Creation of texture boundaries

In this section, we evaluate the performance of texture
boundary detection using the proposed algorithm. The per-
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formance of the texture boundary detection depends on tadues are the smallest value among the three types of syn-
feature of the texture as the periodicity. Therefore, we fthtetic texture. On the other hands, in the case of “Nonuniform
cus on three types of synthetic texture as “Uniform TextureTexture”, all error values are the biggest value. However, we
“Nonuniform Texture” and “Combining Texture” in this evalthink that the minimum error is $iciently-small although it
uation. “Uniform Texture” is the image combining the periis difficult to detect the boundary of two textures including the
odic textures. “Nonuniform Texture” is the image combimonperiodic feature. Because the color information is consid-
ing the nonperiodic textures. “Combining Texture” is the imered in the proposed algorithm. Namely, if the two textures
age combining the periodic texture and nonperiodic textutgve the dierent colors, the boundary of the two textures in-
Hence, each performance of the texture boundary detectituding the nonperiodic feature can be detected well. In the
using the three types of synthetic texture is compared. In thase of “Combining Texture”, the all error values are mid-
evaluation, we consider only the synthetic texture composd#id between the case of “Uniform Texture” and of “Nonuni-
of two textures because it is hard to judge the accuracy of them Texture”. In other words, if one of the two textures has
texture containing multi boundaries. the periodic feature, the performance of the texture boundary
detection is better than the case of “Nonuniform Texture”.
From the comparison of the three types of synthetic texture,
we think that these tlierences of the performance may occur
in the case of the human visual system. Therefore, we feel
that the detected boundaries using the proposed algorithm are
similar to the human’s sensation.

(b) (©) 5. Conclusions

In this study, we have presented a color texture boundary
detection using cellular neural networks. The proposed CNN
is inspired from the early vision system of the human brain
Figure 4(a) shows “Uniform Texture” which is the inputand can create two features at the same time like the early vi-

image containing the two textures. Figurb) and (c) show Sion system. From our simulations, we have confirmed that
the ideal boundary and the result of the boundary detectiiffpindaries can be detected by using the two features like the

Figure 4: Example of “Uniform Texture”. (a) Input image.
(b) Ideal output image. (c) Detection result for Figa).

using the proposed algorithm, respectively. human’s sensation. However, in the early vision system, there
The error value between the ideal boundary and the @€ higher order features that can be utilized. Therefore, we
tected boundary is calculated by consider that the proposed algorithm can be extended by con-

sidering the higher order features.
25D, /256
— X
128

whereD; is the distance between the horizontal positions of!] L.O. Chua and L. Yang, “Cellular Neural Networks:Theory,"
the ideal boundanAns and of the detected boundaBye IEEE Trans. Circuits Syst., vol. 32, pp. 1257-1272, Oct. 1988.

Error = 10Q (13)
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