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Abstract gory proliferation problem.

. ) We have also proposed a Fuzzy ART Combining Over-
The Fuzzy Adaptive Resonance Theory (Fuzzy ART) IS §hhed Category in Consideration of Connections (C-

unsupervised neural network and allows both binary and CYART) [5]. C-FART makes connections between similar cat-
tinuous input patterns. In this study, we propose a Fuzzyqies or releases connections at each step as FART-GL and
ART Combining Overlapped Categories Using Variable Vigompines overlapping categories by using created connec-
ilance Parameters. The vigilance parameters of the propo&gﬁls. C-FART can reduce category proliferation by combin-
method are arranged for every category, and they are vafjgdhe categories with due consideration of their similarity.
according to the size of respective categories with leamingyever, because the vigilance parameter is constant value
We confirm that the proposed Fuzzy ART can classify inpYfihough the categories become larger by combining over-
data more flexible than the conventional Fuzzy ART. lapped categories, a new category is created inside existing
categories. This creates a lot of overlapped categories.
1. Introduction In this study, we improve the conventional C-FART and
) o propose a Fuzzy ART combining overlapped categories using
Self-organized clustering is a powerful tool whenever huggyiaple vigilance parameters. The proposed method has both
sets _of data have to be divided into §eparate categories.FART-GL and C-FART abilities. Moreover, the vigilance pa-
the field of neural network, the Adaptive Resonance Theggmeters are arranged for every category, and they are varied
(ART) [1] is a popular representative for self-organized clugecording to the size of respective categories with learning.

tering. This theory has evolved as a series of real-time neyg investigate the behaviors of the proposed method by ap-
network models, that perform unsupervised and supervi%?)c,ﬁng to various input data.

learning, pattern recognition, and prediction. These models

are capable of learning stable recognition categories in re-

sponse to arbitrary input sequences. The Fuzzy ART [2. Proposed Fuzzy ART

[3] is the merger of fuzzy logic and ART neural network.

Fuzzy ART is applied to association, clustering and mem-The structure of the proposed Fuzzy ART is same as the
ory of input pattern, and it classifies the input data into eastandard Fuzzy ART.

appropriate category by creating rectangles. However, lut vector: Each inputl is anm-dimensional vector =
cause Fuzzy ART frequently classifies the input data of tle,-- -, I,), wherel; € [0, 1]™.

common categories into several categories, a category pralifight vector: Each categoryj corresponds to a vector
eration problem occurs. For this reason, Fuzzy ART perfav; = (Wj1,---,Wjm), (j = 1,---,n) of an adaptive weight.
mance is highly dependent on a vigilance parameter whithe number of potential categoriasis arbitrary. Initially
controls category size. Wji =+ = Wjm = 1.

To solve these problems, we have proposed two typesPairameters The proposed Fuzzy ART dynamics are de-
Fuzzy ART in our past studies. The first is Fuzzy ART wittermined by achoice parameterr > 0; alearning param-
Group Learning (FART-GL)4]. FART-GL makes connec-eter 8 < [0,1]; and thevigilance parametep; € [0, 1].
tions between categories or releases connection as humainreentrast to the standard Fuzzy ART and the conventional
lationships which keep changing with time in the real worl@€-FART whose vigilance parameter is a fixed value for all
The connection is created between similar categories, andaategories, the vigilance parameters of the proposed method
connected categories are learned as “group” of category. &g arranged for every category and are varied according
using this method, the input data are classified into each &pthe size of respective categories with learning. Initially
propriate group. However, FART-GL can not solve the cater = - - - = pn = po.
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Connection The proposed method has a connectiband
the age of the connectiomagie BothC andagearen x n ma- v, v
trices. The initial values o€ andageare set to zero. If the o6 06
categories) and j are connected with learning,;; changes ’
from zero to one. 04 ! L
0.3 i .
2.1. Learning Algorithm of Proposed Method 01 f 0.1 & :
The learning algorithm of the proposed method consists 02 0405 07 02 07
mainly four processes: 1) Learning, 2) Update Connectior w, =(u,,»$)=(0.2,0.1,0.5,0.6 Wi = @, ve"")
3) Combining Categories and 4) Varying the vigilance paran -, v)=(0.4,03,03,0.4) —(0.2,0.1,0.3,0.4)

eter. These four steps are repeated for all the input data ¢
Therefore, the proposed method makes or releases conr
tions at each step, and overlapped categories are combirigure 1: Combining process of overlapped categories.
with considering their connections. Furthermore, the viga) Categoryd and categork are overlapping. (b) I€;x = 1,
lance parameter varies according to the size of the combinv; are combined according to E@)(andk is removed. The
category. vigilance parameter of the proposed method is varied accord-
ing to (Stepiv-1).

(a) (b)

Process | : Learning
(Stepl-1) An input vectorl is inputted to the category layer
from the input layer.
(Stepl-2) We calculatechoice function Tof each category, Process Il : Update Connections
(Stepll-1) If J, does not exist, we skip this step and perform
T0) = | AW | ’ (1) (Stepll-2). The similarity of andwy, is measured as Ecd)
(a+ [ wj ) If its similarity satisfiesos,, a connection between the win-
ning categoryJ and the second-winning categody is cre-
ated aLC;;, = 1. Theageof the connection betweehand
Jo is set to zero (“refresh” the agape;;, = 0. If Eq. (4) is
m not satisfied, the connection is not updated.
(pA Qi =min(p,q), | Pl= Z| pi . (2) (Stepll-2) The ageof all categories, which directly connect
i=1 with the winning category, are increased one;

where the fuzzy AND §] operatorA and the norni - | are
defined by

The winning category, whoseT; is maximum, is found,; agde" = agéJ)Iq +1 jeN; (6)
L] j T ’

J=arg mjaXTj 2 () whereN; is the set of categories which directly connect with
_ _ o J, namelyC;; = 1.
If more than ond’; is maximal, the categorywith the small- (Stepll-3) The connections are removed, if thageexceeds

est index is chosen as the winning categary a threshold valuAT(t);
A second-winning category, is found for updating con-
nections, ifJ, exists. Cy;j=0, if ageyj> AT(t), @)
(Stepl-3) The similarity ofl andw; is measured by the vigi-
lance criterion according to where L
. AT(t) = AT, (AT¢/AT) ™=, (8)
||—|J = P3- (4) wheret is the learning stefmax is the learning lengthAT;

andAT; is the initial and final values oAT, respectively.
If Eq. (4) is not satisfied, a new indekis chosen by Eq.3),

and the search process continues until the chdssatisfies Process Ill : Combining Categories. . .
Eq. @). (Steplll-1) We check whether the winning categalys over-

lapping with other categork and combine these categories.
The input data belonging to the categdrgverlapping with
WIS = B(1 AWSY) + (1 - B)wSe, (5) the categoryJ are classified taJ, and the categork is re-
moved, thereforen™®" = n°ld — 1.
and we perform (Stepll-1). On the contrary, If all categories Without loss of generality, we assume the weight veator
do not satisfy Eq.4), a new category is established.; = I, can be written in complement cording forg{{ w; = (u;, V%),
and we proceed to next input data. where u; and vf are mdimensional vectors. We fincf the

(Stepl-4) If any J satisfies Eq.4), w; is updated by
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Figure 2:Simulation 1 for rectangular-shaped data. (a) Input data. (b) Simulation result of Fuzzy ART. (c) Simulation result
of C-FART. (d) Simulation result of the proposed method.

categoryk overlapping withJ as Fig.1(a), in other words,
Fig. 1(a) is satisfied for any dimension

Let vectoruy andvy define one corner of a rectangle, ang Algorithm
let vy andvg define another corner of rectangle as Hi@g). If

Table 1:Number of categories of Simulation 1.
Number of categories
Minimum | Maximum | Average

k exists and directly connects with namelyC = 1, J and Fuzzy ART 47 59 52.9
k are combined as Fig(b) by C-FART 39 54 45.7
Proposed method 17 46 29.8
W™ = {(uy Au), (V5 AV} )
Process IV : Varying the vigilance parameter input daFa is 450 points, the in;ide cluste_r has 100 points and
(StepIV-1) The vigilance parameter; is varied by the outside cluster has 350 points. The input data are sorted

at random. When = 0, there is no category, namaty= 0.
1wy (10) The parameters for the learning are chosen as follows;
P="n (For Fuzzy ART)a = 0.1, 8 = 1.0, p = 0.9,

In the standard Fuzzy ART, the vigilance parameter is i For C-FART)a = 0.1, =10, p =09, AT; =2 AT =25

variant. However, the vigilance parameter of the propos $" proposed method) = 0.1, § = 1.0, po = 0.9, AT =

method is varied according to the size of combined categor;’/fATf =25 ,
The learning results of the Fuzzy ART and C-FART are

shown in Figs.2(b) and (c), respectively. We can see that
the category proliferation occurs, and there are a lot of over-

; ; . lapped area. On the other hand, the result of the proposed
We apply the proposed method to 2-dimensional mpfi‘P _ S -
data, and compare the proposed method with the stand‘gghc’d is shown in Fig2(d). From this figure, we can see

3. Computer Simulations

Fuzzy ART and conventional C-FART. Preferable features Lthe category proliferation and the overlapped area are re-
the obtained results are listed below: uced. This is because that the vigilance parameter is var-

1. High classification accuracy. |fed a;t}:ordmg to tge S|tzhe gf a catetgory .W|tr;hle§1rn|ntgc.i '[here-
2. The number of categories is small. ore, the proposed method can categorize the input data more
flexible than other two methods. Furthermore, the proposed
3. Overlapped area are small. thod e th f1h i ies by wheth
Without high classification accuracy, the input data belongi od can recogt]_mze b et group Ot €ca egor:jei yw E er
to different cluster into same category. If there are many cafc' © ar¢ connections between categories, and I1s resufts are

egories, information of categorization is too much. With hi own in dfferent colors. Therefore, we can obtain not only

classification accuracy, it is preferable that overlapped are detailed _|nforn_1at|ons by the categorlzanon results, but
small. also the relationships between categories by the groups.

Furthermore, we carry out the learning simulations re-
peated 100 times, and Talllsummarizes performances with
the minimum, maximum and average values of the number

First, we consider 2-dimensional rectangular-shaped inpfittategories over 100 independent runs. The minimum and
data as Fig2(a), consisting of 2-clusters. Total number of ththe maximum values mean best and worst results in 100 sim-

3.1. Simulation 1
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Figure 3:Simulation 2 for circular-shaped data. (a) Input data. (b) Simulation result of Fuzzy ART. (c) Simulation result of
C-FART. (d) Simulation result of the proposed method.

ulations, respectively. All the number of categories of the
proposed method are smaller than Fuzzy ART and C-FARF.
From the average values, the proposed method has reduced Algorithm
category proliferation 43% and 34% from Fuzzy ART and

Table 2:Number of categories of Simulation 2.
Number of categories
Minimum | Maximum | Average

C-FART, respectively. We can obtain mor@eetive informa- Fuzzy ART 43 55 48.4
tion of categorization than Fuzzy ART and C-FART because  C-FART 32 ol 40.4
the proposed method can reduce the number of categories, Proposed method 14 41 26.4

3.2. Simulation 2
. varied in accordance with the size of category with learning.
Next, we apply the proposed method to circular-shaped {Rg, haye applied the proposed method into 2-dimensional in-
put data, which have 2-clusters as F(g). The inside cluster , + 4ata and the learning behaviors of the proposed method
has 70 points and the outside cluster has 500 points. Ifis d}, e peen investigated. We have confirmed that the proposed
cultto classify the input data such as Figa) into appropriate ethod can categorize the input data more flexible than the
categories because categories are created by rectangles.s%ard Fuzzy ART and the conventional C-FART, and have

learning conditions are the same used in Simulation 1. y4,ced category the proliferation and the overlapped area.
Figures3(b) and (c) show the simulation results of Fuzzy

ART and C-FART, respectively. We can see that category
proliferation occurs, and there are a lot of overlapped area.
Onthe other side, in the results of the proposed method shaqwn c.A. Carpenter, “Distributed learning, recognition, and predic-
in Fig. 3(d), the category proliferation and the overlapped area tion by ART and ARTMAP neural networksNeural Networks
are reduced. Furthermore, we can recognize the group of the0!- 10, pp. 1473-1494, 1997.
categories from its color from the result of categorization. [2] G.A. Carpenter, S. Grossberg, D.B. Rosen, “Fuzzy ART: Fast
The performances with the minimum, maximum and av- Stable learning and categorization of analog patterns by an adap-
erage number of categories over 100 independent runs are%%{esonance systemeural Networksvol. 4, pp. 759771,
listed in Table2. We can see that all the number of cate- . d " I
i T. Frank, K.F. Kraiss and T. Kuhlen, “Competitive analysis
gO:jIECS g;g‘.? ErODOSr?d method ar? Smalrller than FU(ijy Afi-d of Fuzzy ART and ART-2A network clustering performance,”
and C- . From the average values, the proposed method |eeg Trans. Neural Networksol. 9, no. 3, pp. 544-559, 1998.
has reduced category proliferation 45% and 35% from Fuzz ) ) L
ART and C-FART, respectively. Therefore, we have obtainéd H- !sawa, M. Tomita, H. Matsushita and Y. Nishio, “Fuzzy
L . . Adaptive Resonance Theory with Group Learning and its Ap-
more éfective information of categorization than Fuzzy ART  pjications,” Proc. of International Symposium on Nonlinear
and C-FART by using the proposed method. Theory and its Applicationgp. 292-295, 2007.
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