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Abstract think that this €ect is available to the fierentiation process.
Hence, diferentiation process is capable of edge detection
In this research, we propose the new type two-layer cellufdrformance. By using flusion template in our two-layer
neural networks. In our two-layer cellular neural networkg;NN, we obtained thefeective edge detection results. How-
calculation start time of each layer havéfeience. In partic- eyer, connection between each layer of our two-layer CNN
ular, the first layer is calculated in first, and output of the firg{ the previous study is only from second layer to first layer.
layer is inputted to the second layer. By usinusion pro- From structure that the multiple-layer CNN is mutual cou-
cessing in this structure, we expect that the complex ima@ghg, we think that connection between each layer of our

processing using the CNN is realized. We confirm the ch@fyo-layer CNN in the previous study change to the mutual
acteristics of our two-layer CNN by computer simulation. ¢oypling.

In this study, we proposed the two layer-CNN for edge

1. Introduction detection with mutual coupling. The behavior of two-layer
. CNN becomes complex by mutual coupling, while we expect

Cellular Neural Networks (CNN) [1] were introduced by high quality edge detection using our two-layer CNN. Ad-
Chua and Yang in 1988. The idea of the CNN was inspirgglionajly, we apply the threshold types to the coupling tem-

from the architecture of the cellular automata and the Nejare \we show the edge detection results having the certain
ral networks. The CNN has local connectivity property. Tr}%gion by computer simulation.

basic circuit unit of cellular neural networks is called a cell. . )
In the Sec. 2, we review the basic structure of the standard

It contains linear and nonlinear circuit elements, which typj: :
cally are linear capacitors, linear resistors, linear and nonli NN. In the Sec. 3, we review the proposeq two-layer CNN
odel. In the Sec. 4, simulation results using the proposed

ear controlled sources. The structure of cellular neural n&t .
works is similar to that found in cellular automata. Unlike thg/o—layer CNN are shown. In the Sec. 5, concludes the arti-
conventional neural networks, the CNN has local connect e

ity property. Namely, any cell in a cellular neural network is

connected only to its neighbor cells. Since the structure of

the CNN resembles the structure of animals’ retina, the CNIN Cellular Neural Networks [1]

can be used for various image processing application [2]-[4]

including medical image processing [5]. _ In this section, we describe the basic structure of the stan-
Wiring weights of the cells of the CNN are established Ry;,4 cNN. The CNN had by N processing unit circuits
parameters called the template. The performance of the CNMe cells. Cells are arranged in a reticular patterd tine
is dec_:lded by the templat_e. Usually, the templates of all tRerow. We represent a cel(i, j) using a variablé which
cells in the CNN are identical and those values do not changg,otes vertical position and a varialjlehich denotes hori-
during the processing. This is good for implementation bynta position. The cell contains linear and nonlinear circuit
restrict the performance, namely the conventional CNN cgiaments. The CNN is an array of cells. Each cell is con-
not perform image processing based on the local features,gfte( to its neighboring cells according to a template. Usu-

inputimages. _ ally, the template is the same for all cells except for boundary
In the previous study, we have proposed improvementQfjis. The CNN has the features of time continuity, spatial

two-layer CNN for edge detection. In order to improve fQfiscreteness, nonlinearity and parallel processing capability.

edge detection using the CNN, we concentrate on tfa-di : .
. . ! . . The state equation and the output equation of the cell are
sion template. Ofusion template can fiuse the input image. own as follows

Namely, value of all cells converge to one constant value. We
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State equation layer at diferent times. The ¢lierence equation is described

q e jar as follow.
V .. . . . .
xi o _ vy + Z Z A Vyia(t) Difference of output value in the first layer
dt k=i—r I=j-r
o Vuzij = Vyaijlt=ar — Waijle=o- (4)
1+r J+r
+ Z Z By iz Vuki(t) + 1. (1) Inthis equationAr is the time from calculation start of the
ki—rl=j-r first layer to input the second layer. In this study,is set to
Output equation 0.05.
1 STEP 3 The calculated value in step 2 is inputed to the sec-
i = =(vyi; (t 1 — vk () — 1. 2 . .
Vi (1) 2(|VX"() £ = i) ) 2) ond layer. The state equation of the cell in the second layer

wherev, v andy, represent a state, an output and an inpgi¢scribed as f'ollow.
of cell, respectively. In the equation (13 is the feedback State equation of the second-layer

template andB is the control template. These and blaare r jer

. dVigij .
collectively called general template. c;(tzu = Vi + Z Z Ao(i, ik DVign (8)
k=i-r I=j-r
3. Structure of Two-Layer CNN with Mutual Coupling i+
+ Ba(i, J; k, Dvigi(t

In this section, we describe the structure of the proposed k;r ,;r 201 Ik Vi)
two-layer CNN with mutual coupling. The first feature of the r e
proposed two-layer CNN with mutual coupling model is that + Z Z Ca(i, i k V() + 2. (5)

the calculation start time of each layer havietience, in par-
ticular, first layer is calculated in first, and output of first layer
is inputted to the second layer. Namely, calculation time whereC; is coupling template from first layer to second layer
the second layer later than that of the first layer. By apply-Finally, the first layer and second layer in the proposed our
ing this dfect, we can realize thefiiérentiation processing intwo-layer CNN are influenced each other.
CNN, consequently, edge detection performance using CNN
is improved. The second feature is the mutual coupling of the simulation Results
proposed two-layer CNN. This means that the behavior of the
proposed two-layer CNN becomes complex, whereas we exi this section, we show the simulation results using the
pect that the image processing performance is improved. Theposed two-layer CNN. In this simulation, we use the dif-
third feature is that the using template in the proposed twiasion template. Ofusion template is shown as follow.
layer CNN is simple templates. o

The processing structure of the proposed two-layer CNN isPiffusion Template
described as follow.

k=i—rl=j-r

01 015 01 0 0O
STEP 1 Firstly, we input an image to the first layer. The state A=1015 0 Q15 |,B={0 0 0,1=0(7)
value calculate in the first layer. The state equation of the cell 01 015 01 000

in the first layer described as follow.

. . B ing thi mplate, in im isfidi without
State equation of the first-layer y using this template, input image isfitised ou

limit.
dVyai; i+ o Next, thg edge detection template in the proposed two-
gt - Vit Z Z Aq(l, J; K, DV () layer CNN is shown as follow.
k=i-r I=j-r Edge Detection Template in Two-Layer CNN
i+ The first layer template
+ )5 2 Balis ik ()
Keit I=]=r 01 015 01 0 0O
ir e Ai=| 015 0 Q15(,By=|{0 O O},Ilzo
+ > > Gl ik hvwaa® + 1. (3) 01 015 01 000
k=i-r I=j-r

The second layer template
whereC; is coupling template from second layer to first layer.
The term ofC; is 0 until the second layer calculation start.

111
A=(1 3 1|, B=
STEP 2 We calculate dterence of the output value in the first 1 1 1

0 0O
0 0 0, I,=-01
0 0O
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Coupling template

C,=| 005 -04 005

0.05 005 Q05

0.05 005 0051

0 0O
0 a o
0 0O

We set that the template of the first layer in our two-layer
CNN is “Diffusion” template as template (8), furthermore
template of the second layer in our two-layer CNN have th
effect that the grayscale image is converted to the binary i
age. Moreover, we describe the coupling templ&gsnd
C,, and the coupling templat€, is threshold type. This
means that if output value of the first layép;; is larger than
athreshold valu@ h, abecomes 3, iVyy;; is smaller than the
threshold valu€él' h, a becomes 0, namely, the first layer ha
not influence to the second layer.

Next, in order to compare the original CNN with the pro-
posed two-layer CNN in edge detection performance,
carry out the edge detection processing using original CNN. (b)
The “Edge Detection” template is shown as follow.

Edge Detection Template in original CNN

C,= {a=3 if Vyiij = Th

a=0 otherwise .

®)

Figure 1: Simulation results using templates (7) and (9) in

0 00 -1 -1 -1 original CNN. (a) Input image (Cameraman). (b)fiDi
A=10 1 0}|,B=| -1 8 -111=-1 (9 gjon result using “Dffusion” template (7) in original CNN.
000 -1 -1 -1 (c) Edge detection result using “Edge Detection” template (9)

By using this template, edge of input binary image is de- original CNN.

tected.

Figure 1 shows the simulation results using fiDsion”
template (7) and “Edge Detection” template (9) in originaggion using the proposed our two-layer CNN. Additionally,
CNN. Figure 1(a) is an input image. This input image haw@ckground of output image as Figs. 2(a) and (c) have certain
indistinct portion of the edge. Figures 1(b) and (c) shows tHensity. This density represent to théfdsed color of back-
simulation results using “Diusion” template (7) and “Edgeground in the input image as Fig 1(a). From these results, we
Detection” template (9) in the original CNN. We can see igan obtained the two type output images by influencing each
Fig. 1(a), input image have indistinct portion of the edgether, first type output image have th@eets of edge detec-
Also, we can see in Fig. 1(c), indistinct portion of the edge tien having certain region andflision performance, second
building of background can not be detected in original CNRype output image have théect of the edge detection having

Figures 2(a) and (c) shows the simulation results usitige certain region. Namely, first type output image have some
“Edge Detection” template (8) in first layer of the proposedformation more than second type output image. Therefore,
two-layer CNN. While Figs. 2(b) and (d) show the simulatiowe decided that the conclusive output image from the pro-
results using the template (8) in second layer of the propogmsed two-layer CNN is first type output image (output image
two-layer CNN. In Fig. 2, edge of input image as Fig. 1(ai the first layer of the proposed two-layer CNN).
is detected moreftective than the edge detection result as Figure 3 shows the simulation results foffdrent input
Fig. 1(c) using original CNN. Moreover, certain domain ifmage with the same “Edge Detection” template. Similar to
output image as Fig. 2 becomes black. This certain dom#ie case of the previous results, we can obtain the two types
is depend on the threshold valliéan. In particular, when the output images.
threshold valueT his 0.2 as Figs. 2(a) and (b), face of hu-
man in the input image as Fig. 1(a) become black. While tge conclusions
threshold valuél his 0.8 as Figs. 2 (c) and (d), face of hu-
man in the input image as Fig 1(a) become white. By this ef-In this research, we have proposed the new type two-layer
fect, we obtained the edge detection result having the certegfiular neural networks. In our two-layer cellular neural net-
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Figure 2: Simulation results using template (8) in the prd-igure 3: Simulation results using template (8) in the pro-
posed two-layer CNN. (a) Output image of the first laygosed two-layer CNN. (a) Input image (Balloon). (b) Edge
in the proposed two-layer CNN (H®.2). (b) Output im- detection result using “Edge Detection” template (9) in orig-
age of the second layer in the proposed two-layer CNihal CNN. (c) Output image of the first layer in the proposed
(Th=0.2).(c) Output image of the first layer in the proposddio-layer CNN (Th=0.2). (d) Output image of the second
two-layer CNN (Th=0.8). (d) Output image of the secondayer in proposed two-layer CNN (E.2).

layer in the proposed two-layer CNN (¥0.8).

Recognition,” Proc. of IJCNN’06, pp. 4716-4721, Jul.
works, calculation start time of each layer havBeatience. In 2006.

particular, first layer is calculated in first, and output of first
layer is inputted to the second layer. By usin€fution pro- [4] H. Koeppl and L.O. Chua, “An Adaptive Cellular Non-
cessing in this structure, we obtained the two type output im- linear Network and its Application,” Proc. of NOLTAO7,
ages from the proposed two-layer CNN, and conclusive out- Pp. 15-18, Sep. 2007.

put image have the edge of input image and certain regi
We feel that the output image using the proposed two-laye
CNN is available to the region extraction.

" R. Perfetti, E. Ricci, D. Casali, and G. Costantini “Cel-
lular Neural Networks With Virtual Template Expantion
for Retinal Vessel Segmentation,” IEEE Trans. Circuits

Syst., vol. 54, pp. 141-145, Feb. 2007.
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