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Abstract—Adaptive Resonance Theory (ART) is an unsuper-
vised neural network based on competitive learning which is ca-
pable of automatically finding categories and creating new ones.
Fuzzy ART is a variation of ART, allows both binary and contin-
uous input pattern. In this study, we propose an additional step,
called “Group Learning”, for the Fuzzy ART in order to obtain
more effective categorization. This algorithm is called Fuzzy ART
with Group Learning (Fuzzy ART-GL). The important feature of
the group learning is that creating connections between similar
categories. In other words, the Fuzzy ART-GL learns not only cat-
egories but also its connections, namely, groups of the categories.
We investigate the behavior of Fuzzy ART-GL with application to
the recognition problems.

1. Introduction

Self-organized clustering is a powerful tool whenever
huge sets of data have to be divided into separate cate-
gories. In the field of neural network, the Adaptive Res-
onance Theory (ART), introduced and developed by G.A.
Carpenter and S. Grossberg, is a popular representative
for self-organized clustering. Some outstanding features
of ART, besides its clustering capabilities, have attracted
the attention from application engineers. This theory has
evolved as a series of real-time neural network models
that perform unsupervised and supervised learning, pat-
tern recognition, and prediction. These models are capa-
ble of learning stable recognition categories in response
to arbitrary input sequences. Then, we pay our attentions
the Fuzzy ART of some models. Fuzzy ART is a vari-
ation of ART, incorporates the basic features of all ART
systems [2]-[4]. The difference between the conventional
ART and the Fuzzy ART is that the Fuzzy ART imple-
ments fuzzy logic into pattern recognition and can learn
stable recognition categories in response to either analog or
binary input vectors. Furthermore, input vectors are clas-
sified in each appropriate category. However, the conven-
tional Fuzzy ART often makes input data of the common
categories classify several categories. Therefore, the Fuzzy
ART has the category proliferation problem.

In this study, we propose an additional step, called
“Group Learning”, for the Fuzzy ART in order to obtain
more effective categorization. This algorithm is called
Fuzzy ART with Group Learning (Fuzzy ART-GL). The
group learning does not change the weight vectors of the
Fuzzy ART, however, this additional step creates con-
nections between categories. In other words, the Fuzzy

ART-GL learns not only categories but also its connec-
tions, namely, groups of the categories at each step, There-
fore, even if a wrong category is selected, the Fuzzy ART
can modify it. This idea takes some sort of reference to
Competitive Hebbian Learning proposed by Martinetz and
Schulten [5] [6]. In other words, we can see that this
method is the fusion of the Fuzzy ART and the Compet-
itive Hebbian Learning. We can confirm that the Fuzzy
ART-GL reduces the category proliferation problem of the
conventional Fuzzy ART and increases performance.

In the Section 2, the algorithm of the conventional Fuzzy
ART is introduced. In the Section 3, we explain the learn-
ing algorithm of the proposed Fuzzy ART-GL algorithm.
In the Section 4, the behavior of the Fuzzy ART-GL is ex-
plained with some simulation results.

2. Fuzzy Adaptive Resonance Theory (Fuzzy ART)

2.1. Fuzzy ART

Fuzzy ART incorporates the basic features of all ART
systems and implements fuzzy logic into pattern recogni-
tion.

2.2. Structure of Fuzzy ART

Fuzzy ART is composed of F1 (input layer) and F2 (cat-
egory layer). F1 and F2 are connected by the bottom-up-
weight vectorwi j and top-down-weight vectorw ji . m neu-
rons of the input layer F1 correspond to the an input vector
I .
Input vector : Each inputI is an m-dimensional vector
I = (i1, i2, · · · , im), where each componenti i (i = 1, · · · ,m)
is in the interval [0, 1].
Weight vector: Each categoryj corresponds to a vector
w j = (w j1, · · · ,w jm), ( j = 1, · · · ,n) of adaptive weight, or
LTM (long-term-memory) traces. The number of potential
categoriesn is arbitrary. Initially

w j1 = · · · = w jm = 1. (1)

Parameters: Fuzzy ART dynamics are determined by
choice parameterα > 0; learning parameterβ ∈ [0,1];
andvigilance parameterρ ∈ [0,1].
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2.3. Learning Algorithm of Fuzzy ART

We explain the learning algorithm of the conventional
Fuzzy ART.
(FART1) An input vectorI is inputted to the category layer
F2 from the input layer F1.
(FART2) A winning category is chosen. For the input vec-
tor I and categoryj, choice functionT j can be seen as the
degree of prototypew j , being fuzzy subset ofI .

T j(I ) =
| I ∧ w j |

(α+ | w j |) , (2)

where the fuzzy AND operator and tne norm| · | are defined
by

(p∧ q)i ≡ min(pi ,qi), (3)

| P |≡
m∑

i=1

| pi |. (4)

The winning categoryJ whose maximalT j is found;

TJ = max{T j : j = 1 · · · n}. (5)

If more than oneT j is maximal, the categoryj with the
smallest index is chosen.
(FART3) The similarity of I and the current winning pro-
totypewJ is measured by the vigilance criterion, that is, if

| I ∧ wJ |
| I | ≥ ρ, (6)

wJ is updated by

wJ(t + 1) = β(I ∧ wJ(t)) + (1− β)wJ(t), (7)

wheret is the learning step. On the contrary, Eq. (6) is not
satisfied, that is, if

| I ∧ wJ |
| I | < ρ, (8)

a new indexJ is chosen by Eq. (5), andwJ is updated by
Eq. (7). The search process continues until the chosenJ
satisfies Eq. (6). If all available F2 nodes reset, new cate-
gories are established in F2.

wn+1 = I . (9)

(FART4) The steps from (FART1) to (FART3) are repeated
for all the input data.

2.4. Complement Coding

Because vector element of prototype can only become
smaller by adaptation, a Fuzzy ART network tends to cre-
ate more and more prototype over time. This behavior is
avoided by normalizing input to constant vector length,
this method is calledcomplement coding. The comple-
ment coded inputI to the recognition system is the 2m-
dimensional vector. In the case of 2-dimensional vectora,

I = (a, ac
i ) ≡ (a1,a2,1− a1,1− a2). (10)

3. Fuzzy ART with Group Learning (Fuzzy ART-GL)

3.1. Group Learning

In this study, we propose the fuzzy ART with Group
Learning (Fuzzy ART-GL) which has the additional step,
Group Learning (GL), for the Fuzzy ART. The group learn-
ing does not change the weight vectors of the Fuzzy ART,
however, this additional step creates connections between
categories. In other words, the Fuzzy ART-GL learns not
only categories but also its connections, namely, groups of
the categories in parallel. As important features, the Fuzzy
ART-GL has a connection matrix denoted byC and the age
of the connections denoted byage.
Connection: If categoryJ and j are connected,CJ, j is set
from zero to one.

3.2. Learning Algorithm of Fuzzy ART-GL

Basic learning algorithm is the same as the general
Fuzzy ART.
(FART-GL1) An input vectorI is inputted to the category
layer F2 from the input layer F1.
(FART-GL2) As the step (FART2), a winning categoryJ
is chosen. Furthermore, the second-winning category, de-
noted byJ2, is found for the group learning, namely,TJ2 is
the second largest.
(FART-GL3) As the step (FART3), the similarity of the in-
put I and the current winning prototypewJ is measured by
the vigilance criterion by Eqs. (6) and (8). Learning ensues
by Eqs. (7) and (9).
(FART-GL4) In this step, it is decided whether if a con-
nection is formed. The similarity of the inputI and the
second-winning categorywJ2 is measured by

| I ∧ wJ2 |
| I | ≥ ρ. (11)

If Eq. (11) is satisfied, a connection between the winning
categoryJ and the second-winning categoryJ2 is created;

CJ,J2 = 1. (12)

Theageof the connection between the winning categoryJ
and the second-winning categoryJ2 is set to zero (“refresh”
the age);

ageJ,J2 = 0. (13)

On the contrary, if Eq. (11) is not satisfied, the connection
is not formed.
(FART-GL5) Theageof all categories which directly con-
nect with the winning categoryJ are increased one;

agenew
J, j = ageold

J, j + 1, j ∈ NJ, (14)

whereNJ is the set of categories which directly connect
with J.
(FART-GL6) The connections are removed, if theirageex-
ceeds a threshold valueAT(t);

CJ, j = 0, age(J, j) ≥ AT(t), (15)
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Figure 1: Example of connection process. Fuzzy ART-GL learns not only the categories but also its connections, namely,
groups of the categories in parallel. (a) First stage of learning. (b) Middle stage 1. (c) Middle stage 2. (d) Last stage.

AT(t) = ATi(ATf /ATi)
t/tmax, (16)

wheretmax is the learning length,ATi andATf is the initial
value and the final value ofAT, respectively.
(FART-GL7) The steps from (FART-GL1) to (FART-GL6)
are repeated for all the input data. Therefore, the Fuzzy
ART-GL makes connections or releases connections at
each step (as Fig. 1). In other words, even if a wrong cate-
gory is selected, the Fuzzy ART-GL can modify it.
(FART-GL8) Finally, groups of categories are defined by
categories which have connected directly or indirectly.

4. Learning Simulation

4.1. Simulation 1

We consider 2-dimensional input data of 1600 points,
which have 2-clusters, whose distribution is non-uniform
as Fig. 2(a). 800 points are distributed within a rectangu-
lar range from 0.0 to 0.2 horizontally and from 0.0 to 0.6
vertically. The remaining 800 points are distributed within
a rectangular range from 0.4 to 0.6 horizontally and from
0.0 to 0.6 vertically. The parameters for the learning of the
conventional Fuzzy ART and the proposed Fuzzy ART are
chosen as follows;

α = 0.1, β = 1.0, ρ = 0.8.

The learning result of Fuzzy ART is shown in Fig. 2(b).
The learning result of Fuzzy ART-GL is shown in Fig. 3.
Like we described in the section 2, rectangles represent
categories. From these results, we can see that the category
proliferation occurs with the conventional Fuzzy ART. Fur-
thermore, Fuzzy ART has a lot of categories in one cluster,
namely, Fuzzy ART makes a input data of the common cat-
egory classify several categories as shown in Fig. 2(b). In
contrast, the categorization result of Fuzzy ART-GL shown
in Fig. 3(a) is identical with the result of the conventional
Fuzzy ART, however, we can see that the proposed Fuzzy
ART-GL can recognize the input data as two groups as
shown in Figs. 3(b) and (c). Therefore, the input data of
Fuzzy ART-GL are effectively classified in each appropri-
ate group. Consequently, we can confirm that Fuzzy ART-
GL reduces the category proliferation problem of the con-
ventional Fuzzy ART and improves the performance.
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Figure 2: Simulation of Fuzzy ART for 2-clusters input
data. (a) Input data. (b) Simulation result of conventional
Fuzzy ART.

4.2. Simulation 2

We consider 2-dimensional input data of 3200 points,
which have 3-clusters, whose distribution is non-uniform
as Fig. 4(a); the top-left cluster has 1300 points, the
bottom-left cluster has 400 points, and the bottom-right
cluster has 1500 points. It is difficult to classify the input
data such as Fig. 4(a) into appropriate categories very well.
The parameters for the learning of Fuzzy ART and Fuzzy
ART-GL are chosen as follows;

α = 0.1, β = 1.0, ρ = 0.8.

The learning result of Fuzzy ART is shown in Fig. 4(b).
The learning result of Fuzzy ART-GL is shown in Fig. 5.
From these results, we can see the difference between
Fuzzy ART and Fuzzy ART-GL in the Simulation 2 clearer
than the Simulation 1. The conventional Fuzzy ART makes
the input data of a common category classify several cate-
gories because the shape of the input data is complicated
like L-shape and T-shape as shown in Fig. 4(a) In con-
trast, the categorization result of Fuzzy ART-GL shown
in Fig. 5(a) is identical with the result of the conven-
tional Fuzzy ART, however, the proposed Fuzzy ART ef-
fectively classify three clusters into three groups as shown
in Figs. 5(b)-(d). We consider that this effective behavior
is caused by making connections or releasing connections,
which can modify wrong learning. Therefore, we can see
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Figure 5: Simulation of Fuzzy ART-GL for 3-clusters input data. (a) Simulation result of Fuzzy ART-GL. (b) Extracted
cluster by Group 1. (c) Extracted cluster by Group 2. (d) Extracted cluster by Group 3.
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Figure 3: Simulation of Fuzzy ART-GL for 2-clusters input
data. (a) Simulation result of Fuzzy ART-GL. (b) Extracted
cluster by Group 1. (c) Extracted cluster by Group 2.

that Fuzzy ART-GL has a beneficial effect on connecting
similar categories in order to obtain more effective cate-
gorization from the results of Simulation 1 and Simula-
tion 2. Furthermore, we can confirm that Fuzzy ART-GL
reduces the category proliferation problem of the conven-
tional Fuzzy ART and improves the performance.

5. Conclusions

In this study, we have proposed the Fuzzy ART adap-
tation of “Group Learning”. This additional step creates
a connection between similar categories. Furthermore, we
have investigated its behaviors with application to catego-
rization of 2-dimensional input data and we have confirmed
the efficiency of Fuzzy ART-GL. In the future, we will clas-
sify higher-dimensional input data and moving input data.
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Figure 4: Simulation of Fuzzy ART for 3-clusters input
data. (a) Input data. (b) Simulation result of conventional
Fuzzy ART.
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