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Abstract — In this paper, an image processing al-
gorithm using periodic pattern formation in cellular
neural networks is proposed. Applying this algo-
rithm to a certain image, area having spatial uni-
formity is removed from the original image and only
parts without spatial uniformity remain. Simulation
results show that when this algorithm is applied to
an image containing characters (texts), only charac-
ters are extracted.

1 INTRODUCTION

Cellular neural networks (CNNs) were introduced
by Chua and Yang in 1988 [1]. The idea of the
CNN was inspired from the architecture of the cel-
lular automata and the neural networks. Unlike
the conventional neural networks, the CNN has lo-
cal connectivity property. Since the structure of
the CNN resembles the structure of animals’ retina,
the CNN can be used for various image processing
applications including character extractions [2][3].
Also, the CNN is known to be able to generate pe-
riodic patterns [4][5].

It is amazing to imagine how the eye of ani-
mals performs image processing. Although the im-
portance of computer vision has been recognized
widely, it is still difficult to develop a computer vi-
sion system with the performance of animals’ eye.
In computer vision, at first, a feature of images is
extracted, and next, various image processing and
detailed analyses are performed on its basis. How-
ever, it is difficult to develop a universal feature
extraction method for various kinds of images in
real world. Hence, it is important to devise more
general feature extraction method, which does not
deeply depend on a type of images.

In this study, as a new approach for image pro-
cessing, we propose a method using periodic pat-
tern formation in the CNN. At first, we inves-
tigate various CNN templates producing periodic
patterns. Next, we develop an image processing al-
gorithm using one of the templates, which makes
some spots only in the area having spatial unifor-
mity. Simulation results show that when this al-
gorithm is applied to images containing characters
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(texts), only characters are extracted. Note that
the purpose of this study is not to develop an algo-
rithm extracting characters in images, but to find
out some possible image-processing applications us-
ing periodic pattern formation of the CNN.

2 CELLULAR NEURAL NETWORKS

The fundamental circuit unit of CNN is called a
cell. CNN consists of an array of cells. Each cell
is connected only to its neighboring cells according
to a cloning template. A cloning template is the
same for all cells except for boundary cells. CNNs
have features of time continuity, spatial discrete-
ness, nonlinearity and parallel processing capabil-
ity. CNNs can perform rapid and various image
processing.

2.1 CNN Model

A simple CNN model is shown as follows.

State Equation:
dvxij(t)

dt
= −vxij(t)

+
i+r∑

k=i−r

j+r∑
l=j−r

A(i,j;k,l)vykl(t)

+
i+r∑

k=i−r

j+r∑
l=j−r

B(i,j;k,l)vukl(t)

+ I (1)

Output Equation:

vyij(t) =
1
2
(|vxij(t) + 1| − |vxij(t) − 1|) (2)

vx, vy and vu represent a state, an output and an
input of cell, respectively. A is the feedback tem-
plate and B is the control template, these and bias
I are collectively called cloning template.

2.2 The r-neighborhood of a cell

Consider a two-dimensional array composed of
M ×N cells arranged in M rows and N columns.
The generic cell placed on the ith row and the
jth column is denoted by C(i, j), then, the r-
neighborhood of a cell C(i, j) is defined as fol-
lows.

Nr(i, j)
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= {C(k, l)|max{|k − i|, |l − j|} ≤ r,

1 ≤ k ≤ M ; 1 ≤ l ≤ N} (3)

where r is a positive integer number.
Figures 1 and 2 show the r = 1 (3 × 3) neigh-

borhood and the r = 2 (5 × 5) neighborhood,
respectively.

C(i,j)

Figure 1: the r = 1
neighborhood.

C(i,j)

Figure 2: the r = 2
neighborhood.

3 PERIODIC PATTERN FORMATION
IN CELLULAR NEURAL NETWORKS

In this section, the developed cloning templates for
periodic pattern formation and the simulation re-
sults are shown.

3.1 CHECKERBOARD Template

This template forms the black and white alternate
pattern with the cycle of 2 cells. Although the alter-
nate pattern with the cycle of 1 cell can be formed
easily, the checkerboard patterns with the cycle of
more than 1 cell has not been reported. We found
that it is possible to form the checkerboard patterns
with the cycle of more than 1 by increasing the size
of the template.

A =




−0.1 −1 −3 −1 −0.1
−1 0.3 −2 0.3 −1
−3 −2 −4 −2 −3
−1 0.3 −2 0.3 −1

−0.1 −1 −3 −1 −0.1




B = 0

I = 0 (4)

3.2 RIPPLE Template

This template forms a pattern like a ripple.

A =




0 −0.2 −0.2 −0.2 0
−0.2 0 0.2 0 −0.2
−0.2 0.2 1.5 0.2 −0.2
−0.2 0 0.2 0 −0.2

0 −0.2 −0.2 −0.2 0




(a) (b)

Figure 3: CHECKERBOARD Template (50 ×
50 cells). (a) Initial state. (b) Output.

B = 0

I = 0 (5)

(a) (b)

Figure 4: RIPPLE Template (200 × 200 cells).
(a) Initial state. (b) Output.

3.3 SPOT Template

This template makes white spots in a black area
having spatial uniformity and black spots in a white
area having spatial uniformity. It is interesting that
the spots are made only in areas wider than a cer-
tain size.

A =




−0.25 −1 −1.5 −1 −0.25
−1 2.5 7 2.5 −1

−1.5 7 −23.25 7 −1.5
−1 2.5 7 2.5 −1

−0.25 −1 −1.5 −1 −0.25




B =




0 0 0 0 0
0 0 0 0 0
0 0 1 0 0
0 0 0 0 0
0 0 0 0 0




I = 0 (6)

4 IMAGE PROCESSING

In this section, an image processing algorithm using
the pattern formation with the SPOT template is
developed.



(a) (b)

Figure 5: SPOT Template (100 × 100 cells). (a)
Initial state and input. (b) Output.

The proposing algorithm is shown in Fig. 6. The
SPOT template is used in this algorithm to form
periodic pattern. The parenthetic numbers in the
chart correspond to the parenthetic numbers in
Fig 7. The other templates used in this algorithm
are shown in Appendix.

Figure 6: Image processing algorithm.

The simulation results of this algorithm for an
image of a car and an image of road sign are shown
below.

Figure 7 shows how the image is processed in the
proposed algorithm. Figure 8 shows the image after
noise removal from Fig. 7(6). This result shows
that only the number on the number plate can be
extracted by the algorithm.

(1) original image. (2) binarized image.

(3) pattern forma-
tion.

(4) pattern extrac-
tion.

(5) recalling the a-
rea with pattern.

(6) removing (5)
from (2).

Figure 7: Simulation results for an image of a car.

Figure 8: Character extraction from a car image.



Figure 9 shows the original image of a road sign
in Japan. Figure 10 shows the image after applying
our algorithm to the image in Fig. 9. This result
shows that only the important information on the
road sign can be extracted by the algorithm.

Figure 9: Original gray-scale image of a road sign.

Figure 10: Character extraction from a road sign
image.

5 CONCLUSIONS

In this study, we proposed an image processing al-
gorithm using periodic pattern formation in CNNs.
By computer simulations, we confirmed that this
algorithm could extract only important characters
from an image of a car and a road sign.
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A Other Templates Used in the Algorithm

A.1 Threshold Template

A =




0 0 0
0 2 0
0 0 0




B =




0 0 0
0 0 0
0 0 0




I = t (7)

A.2 Small Object Remover Template

A =




1 1 1
1 2 1
1 1 1




B =




0 0 0
0 0 0
0 0 0




I = 0 (8)

A.3 Recall Template

A =




0.5 0.5 0.5
0.5 4 0.5
0.5 0.5 0.5




B =




0 0 0
0 4 0
0 0 0




I = 3 (9)

A.4 Logic Difference Template

A =




0 0 0
0 2 0
0 0 0




B =




0 0 0
0 −1 0
0 0 0




I = −1 (10)


